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Aus t ract

Control of the airspace over the battlefield is a

complex task. The control and reporting center (CRC), as

part of the tactical air control system (rACS), plays a vital

role in the air defense mission. The purpose of this thesis

was to evaluate the utility of the proposed co.,abat

identification system - indirect subsyten (CIS-ISS), an

automated identification feature, within the CPC. This issue

was considered throu-h a comparison of the automated system

with the current manual systen of identification. The

primary measure of comparison was the numuer of hostile

aircraft prosecuted during the first "wave" of a massive

conventional attack.

Transient Air )efense Zone ('FlADZ), a large Fortran and

SLAI based simulation model of the Soviet air defense system

in use at Fri), was modified to represent the structure and

operating; procedure of the l'ACS. Parametric inputs ivere made

to TA)Z b)ased on operational test and performance data for

tne CIS-ISS and the CRC. The model was then used to provide

data for a statist'ical comparison between the automated and

manual identification systems. The results shoved that if

the CIS-ISS is used in the envisioned centralized location

with a "man in the loop," it will backloq under the load of a

Central European threat. Distribution of the CIS-ISS from a

centralized location and collection of more reliatle input

data are recommended areas for future effort.

. _ • o . . - ,-i i



I. INTRODUCTION

Background of the Study

Two primary missions of the United States Air Force are

to "gain and maintain general air supremacy" and "to

establish local air superiority" in the support of national

policy decisions [DoD JSOG, 1984:1.141. Since the conclusion

of World War II, the U.S. has dedicated its political and

military might to preserving the peace between the Warsaw

Pact and NATO forces in Europe. In support of this aim, the

U.S. has dedicated a significant amount of its military 4.

forces to the NATO alliance. Over the past forty years,

advances in technology and changes in the military postures

of the opposing forces have significantly altered the

environment in Europe and thus have made the air defense

mission of the NATO forces increasingly more complex in the 4

European theater. It is estimated that in a direct I..

conventional conflict between NATO and the Warsaw Pact more

than 7,000 aircraft (2,000 NATO, 5,000 Warsaw Pact) could be

in the air at any one time; and all this in an airspace

comparable to the skies over the state of Oregon [Donnelly,

19851! With the potential of having so many aircraft in this



airspace, the task of providing adequate control of NATO's

air forces is anything but a simple task. The Tactical Air

Control System (TACS) was developed to aid in this mission.

Tactical Air Control System (TACS)

The TACS is a network of facilities, equipment, people
and procedures that permits the Air Force Component
Commander to plan, direct and control tactical air
operations. In short, it is a battle management system
[Gardner, 1982:55].

This battle management system consists of surveillance

radars, missile batteries, and control centers all joined

together by communication links for the purpose of

controlling the airspace over the battle area. With the

great number of aircraft filling the skies during a conflict,

the task of determining which are hostile and which are

friendly is vital. With the advent of the computer to aid in

the TACS process, this particular problem has become one of

information gathering, filtering, and dissemination to the

appropriate "decision nodes" of the air control system. With

the aim of improving the timeliness and accuracy of aircraft

identifications during wartime, the Air Force has contracted

with the General Dynamics Corporation to develop the Combat

Identification System - Indirect Subsystem (CIS-ISS) [A.F.

Contract F19628-83-C-0054, 1983]. '

The CIS-ISS is an automated system made up of hardware

and software designed to improve the aircraft identification

function during wartime. The CIS-ISS will automate the data

2
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normally used to assist the operator in the "hostile-

friendly" identification decision. It will also provide

specific aircraft type identification with an associated

probability of accuracy. CIS-lSS will be utilized in the

control and reporting center (CRC) node of the TACS. A brief

description of the process of the CRC, the senior radar

control unit in the TACS, is provided below.

CRC System Process

The CRC is the focal point for decentralized execution
of air defense and airspace control functions. The CRC
directs air defense operations, provides aircraft
guidance or monitoring for offensive and defensive
missions, relays mission changes to airborne aircraft
and supervises the integrated activities of other radar
elements [Gardner, 1982:55].

The CRC is the senior radar air defense node of the Air

Force's tactical air control system. It provides radar

surveilLance coverage for its assigned airspace. It is also

tasked to identify and assign air defense resources against

hostile and unknown aircraft and to ensure the safe passage

of friendlies in and out of its area of responsibility. The

CRC system process involves three basic activities that are

performed in a sequence: surveillance, identification and

weapons assignment.

Surveillance. [TACR 55-44, 1985:3.7-3.13] The first

activity is the detection of a radar return when it appears

on the radar scope. The scope surveillance operator (SSO)

determines if the return is a valid one by observing it for

3



one or two sweeps of the radar. I'f the return is valid, the

SSO will initiate a radar track. The operator must

continually update each track entered into the system.

Tracks must be updated every 2 minutes or every 5 minutes

depending on their priority. Priority 1 are hostile,

priority 2 are unknowns, priority 3 are emergencies, priority

4 are air defense fighters, priority 5 are VIP flights,

priority 6 are Special Missions and priority 7 are others

[TACR 55-44, 1985:7.11. As additional tracks enter the

system, they are each initiated and updated in sequence.

Movements and Identification (M&I). [TACR 55-44,

1985:3.13-3.15] The second activity is track identification.

Regulations state "the maximum time allowable for initial

track identification is two minutes from the time the track

is established by or received at the TACS element responsible

for identification" [TACR 55-44, 1985:3.13). M&I may be

capable of identifying aircraft in less than two minutes if

all available information is provided. The track must be

identified as one of the following: assumed friend, assumed

hostile or evaluated as unknown. A&I uses several pieces of

data to correlate against the radar tracks for

identification. They use flight plan data derived from the

air tasking order (ATO) or frag orders, electronic

identification of IFF/SIF (identification friend or foe /

selective identification feature), airspace control

procedures such as corridors and LLTR (low level transit

4
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routes), and visual identification (e.g., pilot visual

inspection). Normally this information is available at the

work station for the M&I operators to identify aircraft. Some

data is provided via the console such as the IFF/SIF and the

airspace control procedures. Other data must be handled

manually such as the flight plan data. Here the operator

must correlate speed, altitude and heading of the radar track

with facts about aircraft scheduled to return to a specific

recovery base at a specific time, altitude, heading, and

corridor [TACR 55-44. 1985:3.13-3.14].

The M&I operator will receive all of the radar tracks

pending identification. The operator will normally select '

the nearest radar track to identify first, the next closest,

etc. After two minutes the operator must identify the radar

tracks as assumed friend, assumed enemy, or evaluated

unknown. The declaration of assumed enemy and evaluated

unknown will initiate the third activity.

Weapons Assignment. [TACR 55-44, 1985:3.5-3.71 The

third activity is interception. In the CRC, the weapons

assignment officer (WAO) and the weapons controllers are the

principal players in the interception activity. If a radar

track is identified as hostile, the weapons assignment

officer will assign a weapon controller to that track (this

is assuming that the WAO has decided to use tactical air

against the target and not air defense artillery) [TACR 55-

5.
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44, 1985:3.5]. The assigned weapons controller will then

take steps to engage the target. For example, the controller

may direct an interceptor from a combat air patrol to the

target or an interceptor may be directed from an air base.

The same basic procedure would apply for an evaluated

unknown. A weapons controller would have to direct an

aircraft from the ground to obtain a positive identification

of the target. If the target is assigned to air defense

artillery, a similar procedure would be followed. After all

appropriate steps are taken to verify the hostile -1V

identification, the WVAO will order the target destroyed by

either an interceptor or a component of the air defense

artillery.

Problem Statement

"The basic purpose of the CIS-ISS Demonstration Program

is to validate the improved ID effectiveness which is

predicted to result from the fusion of multiple sensors. ESM

was chosen as one of the most potent sensors to be utilized

for the demonstration [Schindall, undated:21." The CIS-ISS e.

will provide a more accurate identification (99% reliable)

and allow the battle directors and weapon assignment officers

to initiate tactical actions against hostile aircraft without

having to visually identify the aircraft prior to ordering an

engagement [Perini, 1985:811. However, it is not known what

the CIS-ISS response rate should be to ensure that aircraft

6



identifications are being processed without backlog under

medium and heavy workload conditions (e.g., the potential

wartime environment).

Research Question

What is the range of the optimal response rate(s) that

should be incorporated in the proposed CIS-ISS to ensure

processing without backlog under combat conditions? The

optimal response rate(s) identified will highlight the

effects (trade-offs) with other system performance factors

such as:

a. Track correlation accuracy (radar system versus
CIS-ISS).

b. Manual versus automated interfaces.

c. Weapon system employment versus track identity (will
more accurate track identity affect levels of air
defense artillery or interceptor use).

Subsidiary Questions:

1. What are the limiting factors of the CIS-ISS to

provide automated radar track correlation with availaole

identification information (i.e. where is/are the

bottleneck(s): the data links, information processing,

operator proficiency, etc.)?

2. What is the arrival rate of aircraft into the TACS

under combat conditions? This may require research into

"exercise" results and possibly expert opinion in the case of

insufficient data.

7



3. How many targets can the CRC operators "handle" in

the manual mode prior to becoming saturated or overloaded?

Again, this may involve expert opinion.

4. What are the roles and functions of each element of

the TACS? This question will be answered with emphasis on

the Surveillance and the M1ovements and Identification
'.

sections within the CRC.

Assumptions

Three major assumptions were made in developing the

model for this thesis effort. First, it was assumed that the

sensors that support and provide the input to the automated

identification processor will be colocated with each radar

site providing input into the CRC. This assumption will

ensure that the identification sensors will match the

surveillance coverage of the radars.

The second assumption is about the employment of the

automated identification processor. The users of the CIS-ISS

have indicated that they desire to retain a man in the loop

and therefore the CRC will retain the identification function

[Jones, 1985]. In addition, the system as it is now

envisioned provides a single console for a CIS-ISS interface.

Thus, a single central identification processor was modeled.

The third assumption concerned the environment in which

the CIS-ISS model would be tested. The worst case scenario

for the TACS system is assumed to be the NATO environment.

Therefore, this initial research concentrates on a generic US

8
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TACS operation within a central Europe type threat and uses

the appropriate threat intensities, air traffic densities,

etc..

Scope and Limitations

1. Data Gathering. The scope of the problem is limited

by the data available. Data from the CIS-ISS feasibility

demonstration at Eglin AFB in lay 1985 is marginally

suitable for use in theCRCmodel because of its raw form and

the limited number of data points [Preidis, 1985]. When more

expanded data on CRC service times becomes available from the

CIS-ISS test conducted in Germany in the fall of 1985, the

distributions will need to be recalculated. [Preidis, 19851.

In all cases, the data used was unclassified because one goal

of this thesis was to keep the report unclassified if at all

possible.

2. CIS-ISS Definition. The CIS-ISS/CRC interface is

not yet finalized. Due to the ongoing research and

validation of the CIS-ISS, the final specifications on this

interface have not been agreed upon. The present situation

makes the problem definition "broader" because of the lack of

preciseness in the definition. The level of modeling as it

pertains to the CIS-ISS will become more detailed as the

interface is better defined by the agencies involved. The

CIS-ISS SPO should be able to aid in defining the interface

for the purposes of this study (O'Brien, 19851.

9 4-



W W-M - V W - % Vwv u - W.. -W 7' 'T - -" q. g. . .r 9- T~l~~ "2' .I .

Overview of Remaining Chapters.

The remaining chapters parallel the research design

employed in conducting this thesis. Chapter 11 is the

literature review which covers both the analysis and the

background investigation of the problem. Chapter III is a

detailed description of the simulation methodology as applied

to this particular problem. Chapter IV is a description of
44

the computer model itself. In Chapter V, the results and

statistical analysis involved in answering the research

question will be discussed. Finally, in Chapter VI,

conclusions are discussed based on the experimental results

and recommendations are made regarding possible model

refinements and future research.

10
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II. LITERATURE REVIEW

Overview

This chapter presents a review of the literature that

confirms the requirement for an automated aid for air defense

identification. The literature search also establishes the

use of simulation as a method of answering the research

questions posed in Chapter One. Specifically the literature

search was directed to answer the following questions:

1. What are the previous approaches to similar
problems? A review of study efforts on the air defense
system is presented. The applicability of this thesis
effort is shown in relation to the overall research
being conducted on the Tactical Air Control System.

2. Why is aircraft identification a problem in the
modern air war? The military requirement for an
improved capability to identify friend from foe is
established. In addition, the background of the
specific automated identification capability/electronic
support measure that was tested at Eglin Air Force Base
in Florida is presented.

3. Why use simulation? A general justification of
applying the use of simulation as opposed to an
alternative approach is answered. Included in the
review is an analysis of the types of problems and the
requirements for the use of simulation. A discussion of
the advantages and limitations of simulation is also
presented.

4. What is the appropriate "design of the experiment?"
A literature search of alternative approaches to
designing an experiment/simulation that offers the best
design to produce data that will provide definitive or
significant results. The discussion will include
methods to reduce the number of experimental computer
simulations required to produce a statistically valid
output.

11



5. What are the appropriate statistical measures to be
used? A review of the standard accepted mathematical
and statistical tests are outlined with a brief
description of the procedures applied.

Previous Research Efforts

This section will provide a brief overview on other

research efforts involving similar topics for the TACS.

Since this thesis effort is unclassified, the literature

search addresses the material that is available in the public

domain. The literature search was directed to locate

available models of an air defense zone. The literature

search revealed several models that can be classified into

the following catagories.

Theater Models. There are several existing models that

simulate the theater level war. These models simulate a

ground and air battle for an entire geographical war zone and

are usually aggregated at a high level. Such a high level

model would include many air defense zone sectors. A single

sector is the focus of this thesis effort. While some of the

models can simulate the individual sector area of interest

for this thesis, the models do not provide the means to

analyze the position interaction required to answer the

effect of the CIS-ISS on the TACS. The interaction between

the various functional positions is not modeled to enough

level of detail to be of use in this research effort.

Interceptor War Game, Keen-Mixed Air Battle Simulator, and

12
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STRA'r DEFENDER are examples of the theater ovar models that

model the air defense system at too high of a level to answer

the research question of this thesis. Several of the current

theater level models being used by the Department of Defense

are listed in the Catalog of Wargaming and Military

Simulation Models maintained by the Studies and Analysis

Group at the Pentagon [Quattromani, 1982].

Single Conflict Models. Another grouping of models that

simulate the combat results of the individual battles between

single weapons systems are the single conflict models. An

example would be the air battle between two aircraft (1 v 1)

or two flights of aircraft (2 v 2/many). These models are

usually used to optimize the weapons system capability of the

individual weapons system. These models typically do not

show the interaction of the multiple engagements or

successive engagements that are required of the system model.

Because of this limitation the models were not investigated

further. Several of the specific system models are: Beyond

Visual Range Air Combat, COLLIDE - An Aggregated Conversion

,Aodel for Air Combat, and Barrier Air Defense Model. These

DoD models focus on system capabilities and do not treat the

issue of varying the levels of identification capability

[Quattromani, 1982].

Sector and Regional Air Defense Models. There are

several models that simulate air defense systems of interest.

The first model of interest is the QUEB model developed by

13



Alphateci Inc. for the US Air Force Systems Command, Foreign

Technology Division under contract for the Command Control

and Communications Systems Dynamics (C3 SD) project. "The

purpose of the C 3 SD project is to develop tools and

techniques to assist scientific and technical (S&T)

intelligence analysts in addressing C 3 problems [Merriman,

1983:i]." The other model of interest is the Transient Air

Defense Zone (TADZ) model also developed by Alphatech. The

major difference between the two models is that the QUEB

model is an analytical model while TADZ is a simulation

model. "QUEB is an analytical model used to calculate

measures of effectiveness and performance for the C3 system,

focusing on the time required to perform missions, the amount

of penetrator leakage from the ADZ, and the level of resource

utilization by the system [Merriman, 1983:10]."

A paper presented at the 6th MIT/ONR Workshop on C
3

Systems compared the two models (Merriman, 1983:18-221. As

noted in the report and in the introduction to the Software

Report on TADZ, the TADZ model was developed to improve upon

the draw backs of the QUEB model. The TADZ model allows the

use of multiple types of interceptors and missiles to correct

the QUEB deficiency which allowed only one type of penetrator

and defense assets. In addition, the QUEB model assumed a

steady state operational constraint when in reality the air

defense cases needed to evaluate situations that did not fit

a steady state model [Merriman, 1983:9].

14



Background Information. In addition to the research

efforts mentioned above, several other efforts provide an

excellent description of the environment and function of an

air defense system. Two magazine articles provide general

descriptions of the air defense system. The article

"Employment of Tactical Air Control Radars" in the November

1982 issue of Signal Magazine by Colonel Robert E. Gardner

provides an overview of the TACS. Colonel Gardner was Chief,

Weapons Applications and Control Division, Directorate of

Operations, Headquarters USAF when he wrote the article. A

second article entitled "Tactical Air Control Simulator

Correlates to Real World" in the April 1985 issue of National

Defernse also provides a discussion of the functions and

interactions required to model an air defense system.

For the reader who is interested in learning the

tactical terminology for the European theater, the paper "A

Conceptual Design for Modeling the Air War in Central Europe"

by Lt. Colonel Dennis L. Cole, provides a description of

terms and a good framework for understanding the interactions

of the army and air forces required to successfully prosecute

operations across the war front [Cole, 1982].

The Problem of Identification

While the identification of specific deficiencies or

requirements for an element of the TACS is not the intent of

this thesis, the need for an improved capability to identify

15
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friend from foe is widely known. Headquarters Tactical Air

Command has stated the requirements for an electronic support

measures (ES) sensor:

the Tactical Air Control System (TACS) requires a
survivable, passive sensor for the rapid identification
of hostile and non-cooperative targets with a high
degree of confidence. The Statement of Operational Need
(SON), 305-79, Surface-to-Air, Combat Identification
System-Indirect Sub-System (CIS-ISS) validates the need
for this capability. The acquisition of an ESM sensor
is an initial step to improve target identification of
both cooperative and non-cooperative targets within the
tactical C2 structure [HQ TAC/DRC, 1985:11.

Dr. Joel Shindall described the need for an improved

identification means in his paper entitled. "ESM Sensor for

Non-cooperative Target Classification." Dr. Shindall first

describes the capabilities of the radar system as follows.

Modern radars excell in their ability to detect and

track an airborne aluminum reflector, i.e. aircraft.
however, since one reflection is pretty much like
another, the radar by itself is ineffective at
distinguishing the identity of a target, as depicted in
Figure 1. This shortcoming is normally corrected by
using an active IFF interrogator mounted on the radar
to trigger coded responses from a transponder aboard
each aircraft. The concern is that existing IFF
techniques may be spoofed, jammed, or otherwise rendered
ineffective in time of hostile engagement. The radar
community has developed additional techniques which will
undoubtedly be of some effhctiveness, but it appears
that conclusive target identification through radar
alone is a risky proposition. Without reliable target
identification, the most advanced weapon systems are
rendered impotent [Shindall, undated:2].

The paper continues with a discussion of the benefits of an

ESM capability and highlights the fact that the integration

of the two systems would provide a highly efficient system.
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ESI techniques for aircraft identification utilize the
fact that an aircraft, in order to do its job, is
literally "glowing" in the electromagnetic spectrum.
Unlike radar reflections which simply mirror the
characteristics of the radar transmitter, the ESIl
emissions are highly characteristic of the particular
on-board emitters carried by the aircraft. These
characteristic emissions can be detected and identified
by a properly designed and integrated passive ESM
system, as depicted in Figure 2. The radar provides
azimuth and range, while the ESM provides azimuth and
ID. The fusion of these sensors provides all three, as
diagrammed in Figure 3 [Shindal, undated:2].

Without the correct identification of all possible

targets entering into the air defense system, the possibility

of destroying our own forces is very likely. "Shooting up a

few tanks and planes at today's prices could easily match the

billions needed for a new IFF system. Until then, white

flags should be the standard issue -- at least that standard

is universally accepted [Defense Electronics, 1983:36].

The CIS-ISS was designed to provide a solution to the

identification problem. Colonel Ewing, the Director of the

Combat Identification System Program office at Wright

Patterson Air Force Base Ohio, described the capabilities as

follows: "Ninety-nine percent probability of correct ID is

possible, using a combination of identification techniques

(Perini, 1985:811."

In an article in the Air Force Magazine entitled

"Telling Ours from Theirs" [Perini, 1985], the point was made

that no one system or techniques will satisfy all the

operational requirements. The article makes a point of
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showing that the organization of the United States Combat

Identification System is composed of many diverse elements as

the Table I below indicates.

Table I.

Organization of the U.S.Combat Identification System

Cis

Direct Indirect Non-cooperative
Subsystem Subsystem

-- Mark X -- JTIDS --Data obtained
-- Mode S -- E-3A (AWACS) on unidentified
--Mark XII -- TPS-43 Radars aircraft using
--Mark XV -- ESM special sensors
--Other onboard --Other friendly and processing

sensors sources of data techniques

Why Simulation

Justifying the selection for the use of simulation over

some of the more classical methods of operations research is

the purpose of this section. Before proceeding further, the

following definitions from the glossary of Venture Simulation

in War, Business, and Politics are presented.

Simulation 1. An operating representation of events a.

and processes.
2. A technique used to study and analyze

the operation and behavior, by means of models of
systems conditioned by human decision and/or
probabilistic natural influences (liausrath, 1971:318].
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,lodel 1. A representation of a real situation in
which only those properties believed to be relevant to
the problem being studied are represented.

2. A representation of an object or
structure; and explanation or description of a system, a
process, or series of related events [Hausrath,
1971:315].

Only one other term needs to be clearly defined at the

outset, and that is gaming. The difference between gaming

and simulation is the active participation of human beings

during the exercising of the gaming model [Greenberg,

1981:95]. In the recently published text The Military

Applications of Modeling, the difference between wargaming

and simulation is explained:

"Wargaming" precisely applies only to the analysis of
combat situations in which human players form a part of
the decision process. Hence, as defined in this text,
models are used to support wargame analysis, but are not
wargames themselves. "Simulation" is a type of model in
which the objective is generally to replicate a
reasonably well understood process, and for which
uncertainties are treated by Monte Carlo methods. It
hence assumes sufficient knowledge about the process to
at least specify its dynamics and the form of its
probability distribution (Battilega and Grange,
1984:14].

Now that the terms to be used are defined, the focus

will be on why simulation is used as the basic methodology in

this thesis. First, the complexity and cost of conducting a

real experiment to test the research question is prohibitive.

The second reason for using simulation is the ability to

explore excursions or variations. The third reason is that

the system under study is well defined and understood. The

20
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remainder of this section shows that these ideas are not just

held by the authors but are widely accepted and practiced in

the operations research community.

Complexity Requires Simulation

Norman C. Dalkey wrote as an introduction to his chapter

on simulation in Systems Analysis and Policy Planning:

Applications in Defense

Simulation is a technique for studying complex military
processes. It consists of an abstract representation of
the more important features of the situation to be
studied, designed to be played through in time either by
hand or by computer [Quade and Boucher, 1977:241].

In some cases it is not so much the complex nature of the

problem that requires simulation, rather social or economic

cost prohibits the testing or experimentation required to

produce a data base upon which to base a decision.

War is an example of the complexity, the uncontrolled
variability, and the impossibility of obtaining and
recording desired data through manipulation and
observation. Models make it possible to examine,
manipulate, and analyze certain aspects of performance
with greater precision and ease than is permittted by
observation of the real-life process. A model, serving
as a substitute for and a simplification of the real-
life process, brings the task to manageable dimensions
[Hausrath, 1971:981.

The very process which models sometimes represent are

not fully explorable short of war or economically

unacceptable experiments [Battilega and Grange, 1984:81.

Since the social cost and complexity of designing a war just

to evaluate this system is not a feasible solution, the

simulation alternative was selected.
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Simulation as an Experiment

Choosing simulation as a method of studying a problem

can not be based only on the fact that the complexity of a

live experiment is infeasible. Even if the right situation

could be found to test the system, a valid experimental test

requires the capability to reproduce the results under the

same circumstances and the need to test the experiment under

a range of conditions.

The fact that the assumptions of the model are explicit
and the results can be duplicated is extremely important
when a sizable community with differing interests (for
example, the various agencies of the Department of
Defense) is interacting on a problem (Quade and Boucher,
1977:250].

Frequently the answer to a problem may require the

analysts to evaluate the situation in alternative modes.

"For example, there may be a need to analyze performance

under various terrain conditions; or alternatively, a

senstitivity [sic] analysis involving many modifications of

equipment may be called for. [Shubik, 1975:2811" In fact,

sensitivity analysis is a primary reason for choosing

simulation as a methodology. If the model and the simulation

is conducted properly the results can be shown to be valid

over some range of input values. This analysis of the

sensitivity of the model is required to show that the results

obtained reflect not just one limited situation but remain

valid over some known and defined range of values based on

the assumptions of the initial problem.
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Ordinarily there is no unique, "best" set of
assumptions, but a variety of possibilities, each of
which has soae basis for support. A good systems study
will include sensitivity test on the assumptions in
order to find out which ones really affect the outcome
and to what extent. This enables the analyst to
determine where further investigation of assumptions is
needed and to call the attention of the decision maker
to possible dangers that might be present [Quade and
Boucher, 1977:423].

Knowledge of the System Required

Martin Shubik describes the requirements to model a

system in his book Games for Society, Business and War,

Toward a Theory of Gaming. In talking about the use of

operations research and tactical simulation, Shubik states

"The requirements of a simulation of this variety is that the

system to be simulated is relatively well-defined and that

its components can be accurately described and mathematically

modeled [Shubik, 1975:12]."

The need for the system to be modeled to be fully

understood is also reflected in the description of the

anatomy of a model in Venture Simulation in War, Business and

Politics.

A model, serving as a substitute for and a
simplification of the real-life process, brings the task
to manageable dimension. The model builder must,
however, understand the entire process and the relation
of the component systems. The model builder (one of the
gaming specialists) builds models piece by piece as
components of a larger, complex system [Hausrath,

1971:98].
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The same requirement is also stated in Introduction to

Simulation and SLAM 11. When describing the simulation

process, Pritsker says that the building of the model

requires that the system to be modeled be abstracted "into

mathematical-logical relationships in accordance with the

problem formulation [Pritsker, 1984:10]." "The modeler must

understand the structure and operating rules of the system

and be able to extract the essence of the system without

including unnecessary detail [Pritsker, 1984:11]." The

authors will now show that the air defense systems and

functions are well understood and defined.

The successes in acquiring complex and expensive weapons

systems for air defense have been attributed to the well

defined functions within the air defense mission area.

In the article "C3 1 Evolution Leaves a Lot to Chance" in

Defense Electronics, air defense systems are described as a

text book example of successful acquisition because of the

well defined functions and boundaries between the component

systems.

Operational missions are narrowly stated and well
understood: target detection, tracking and
identification; threat evaluation; weapons assignment
and control; and engagement assessment [Ablett,

*1984:49].

The article continues by stating that just this type of

explicitly defined systems functions are required to do

successful system engineering. Effective systems design
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requires such a well understood and well documented

description in order to decide which sensors will be required

for specific users.

For automating the air defense functions, the man-
machine interface was relatively easily achieved.
Positional information could be conveniently and
naturally presented on a plan-position-indicator (PPI)
scope, which looks like a map, an analog to the "real"
world. Symbols could be used to represent the various
catagories of objects of concern. Amplifying data and
choices were also limited, and could be identified in
advance [Ablett, 1984:541.

All of these factors led to the development of efficient work

stations for the functional positions in the air defense

mission.

Experimental Design

Experiments are carried out by investigators in all
fields of study either to discover something about a
particular process or to compare the effect of several
factors on some phenomena. In the engineering and
scientific research environment, an experiment is
usually a test (or trial) or series of tests. The
objective of the experiment may either be confirmation
(verify knowledge about the system) or exploration
(study the effect of new conditions on the system)
[,lontgomery 1984, p 11.

The above quote is the opening to the Mont-omery's book

Design and Analysis of Experiments and provides a good

overview of what an experiment should be. The purpose of

this thesis experiment is to explore the effect of the new

condition (automated identification) on the system (the

existing TACS). The purpose of experimental design, like the

scientific method, is to provide a logical and systematic

approach to problem solving. Although the majority of the

25



experimental design specifics will be discussed in Chapter V,

this section will briefly discuss the benefits of

experimental design.

If an experiment is to be performed most efficiently,
then a scientific approach to planning the experiment
must be employed. By the statistical design of
experiments, we refer to the process of planning the
experiment so that appropriate data will be collected,
which may be analyzed by statistical methods resulting
in valid and objective conclusions. The statistical

approach to experimental design is necessary if we wish
to draw meaningful conclusions from the data
[Montgomery, 1984:21.

Another advantage of experimental design is the ability

to analyze multiple factors or influences on the system with

a minimum number of observations.

We want to return brief ly to the advantages of a
factorial design as compared with the one-factor-at-a-
time method. Suppose we take N observations. To
measure the main effect of the first factor we take N/2
observations at its low level and N/2 observations at
its high level. In a factorial design we distribute the
N/2 observations at the low level of factor 1 evenly
between the high and low levels of the remaining (k-i)
factors; the same for the N/2 observations at the high
level of factor1. The precision of our estimate of the
main effect of the first factor will not change, but the
factorial design makes it possible to estimate the
effects of all the other factors at the same time.
[Kleijnen, 1975:319]

Statistical Measures

Comparing Alternative Systems. This section will

outline the statistical methods that detect the differences

between the two populations. The actual equations used will

be explained in further detail in Chapter V. In operational

terms, a difference between populations means that there will
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be some measurable difference between the outputs of the
model with and without the automated identification feature.

The difference will not only be detected but also ranked to

show one system's measure of performance is higher or lower

than the other. In statistical terms this is called ordering

populations.

Users of statistical methods as well as teachers and
students of statistics need to become acquainted with
ranking and selection procedures, since these techniques
answer a question that is raised in many investigations
but seldom answered by the more traditional methods of
analysis. In layman's terms, the question might be one
of the following: Which one (or ones) of several well-
defined groups is best (in some well-defined sense of
best)? Which of several alternative courses of action
is best? [Gibbons et al, 1977:vii]

Law and Kelton in Simulation Modeling and Analysis

recommend the use of confidence intervals between the two

measures of merit produced by a simulation experiment

involving different systems. They recommend the use of a

confidence interval over a difference of means test. A

difference in means test

results only in a 'reject' or 'fail to reject'
conclusion, a confidence interval gives us this
information (according as the confidence interval misses
or contains zero, respectively) as well as a measure of
the degree to which the system responses are likely to
differ, if at all. [Law and Kelton, 1982:319]

Law and Kelton also point out that the general procedure

in selecting the best of k systems involves building a

confidence interval around tie probability of making the

', 'correct selection' about which system is best. The

procedure developed by Dudewicz and Dalal
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involves 'two stage' sampling from each of the k

systems. In the first stage we make a fixed number of

replications of each system, then we use the resulting
variance estimates to determine how many additional
replications from each system are necessary in a second

stage of sampling in order to reach a decision. [Law and
Kelton, 1982:322]

As will be shown, the problem of selecting the correct

number of runs or samples to use is dependent on the

procedure to be employed and the purpose of the analysis.

The reason the sample size is not explicitly stated is the

value selected determines the reliability of the experiment

and is a choice of the person conducting the experiment and

the statistical procedure used.

Kleijnen, in Statistical Techniques in Simulation,

divides his survey of statistical procedures to be used in

analyzing simulation data into three catagories. The first

catagory is calculating the reliability of a signal

population given a number of samples (simulation runs). The

second catagory is multiple comparisons procedures when the

sample sizes or the data is given and the analyst wants to

select or order the 'k' populations. The final catagory is

multiple ranking procedures where the objective is to

determine the number of samples necessary to measure a

selected difference with a given probability of being

correct. [Kleijnen, 1975:451]

The reader is cautioned at this point to make the

distinction between the general categorization of procedures
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described in the previous paragraph. The first category of

procedures is concerned with "problem of determining the

reliability of statements on the mean of one population, or

the difference between the means of two populations, the

sample size being fixed [Kleijnen, 1975:525]." Note that

when determining the difference between the means we are not

concerned with the actual value of the individual means, only

that some measurable difference exists.

In the second category, multiple comparisons, the

general use of these procedures is to compare multiple

factors in the initial screening of an experimental design.

The experimentor has an initial set of data, 'k' populations

with n i (i = 1,2,...,k) samples in each population and the

experimentor wishes to determine which populations have

values better than some level. This type of screening is

applicable when the experimentor is not yet looking for the

best system, rather the goal is to find which factors/levels

influence the system output. [Kleijnen, 1975:525]

The final category of procedures, multiple ranking,

involves the selection of the 'best population'. The

techniques determine the number of observations necessary to

make the 'best selection'. Implicit in these procedures is

the idea of an 'indifference zone', where if the difference

is not large enough to be outside of this zone, the

experimentor does not want to spend the effort to take
5-

required number of observations to detect that small
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difference, rather he is willing to accept with a high

probability that the populations do not differ. In other

words, he is indifferent . [Kleijnen, 1975:599-6011

Kleijnen also further divides the multiple ranking

procedures based on the types of assumptions made:

independent observations, approximation of normal

distributions, and the type of variance (common, unequal or

unknown) [Kleijnen, 1975:604-605]

Gibbons, Olkin, and Sobel also describe many procedures

in Selecting and Ordering Populations, A new Statistical

Methodology. Gibbons, Olkin, and Sobel describe the

analytical aspect of the problem of selecting the best
population. These problems are called the determination
of sample size, the calculation of the operating
characteristic curve, and the estimation of the true
probability of a correct selection. [Gibbons et al,
1977:18]

In general, they recommend the use of operating

characteristic curves that give a sample size based on the

number of systems compared, the delta (difference between the

means) to detect and the probability of making the correct

choice [Gibbon et al, 1977:18-19]. It is important to note

that Gibbons, Olkin and Sobel have assumed that the first

stage of sampling has already been accomplished, i.e. they

are given the 'k' populations with n[i] samples.
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Summary

This chapter has presented a review of the appropriate

literature to both confirm the requirement for an automated

identification system and to establish the use of simulation

as one satisfactory method of answering the research question

posed in Chapter One. In addition, a review of the

literature covering experimental design and statistical

techniques was presented. Chapter Three will explain the

methodology used and expand on the methods found in the

literature review.
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I II. METHODOLOGY

Overview

In this chapter the specific steps taken in the research

will be discussed and documented. As discussed in the

literature review, computer simulation was chosen as the main

technique to approach this problem. Of the several reasons

for using simulation to solve this problem, perhaps the most

important one is sighted by Banks and Carson in their text,

Discrete Event System Simulation: "simulation can be used to

experiment with new designs or policies prior to

implementation, so as to prepare for what may happen [Banks

and Carson, 1984:41."

Under the sponsorship of the Air Force Human Resources

Laboratory (AFHRL) at Wright Patterson AFB, OH, this research

effort as attempted to answer the question of whether or not

the proposed CIS-ISS will "improve" the identification

function in the TACS. The advantages of modeling the

interaction effects prior to purchasing this system should be

clear. For example, if the new system can be shown not to

improve the identification function, the unnecessary purchase

of a costly system could be avoided. The simulation model

developed in this effort will also be used by the AFHRL to

help answer human interaction questions. So, although
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answering the research question at hand is the main purpose

of this thesis, some long tern benefits should also be

realized.

This chapter will cover the research design of the thesis

effort. The background study of the problem, the model

construction and verification, and the experimental design will

all be described as they relate to this thesis effort. Within the

section on experimental design, the statistical techniques used

will be covered in detail. Finally, there will be a short

discussion on some of the techniques that helped keep the thesis

work "on track"!

The Research Design

The research plan or design of this thesis effort is not

unique. In fact, the simulation process outlined by A. Alan B.

Pritsker is very much representative of the process this effort

follows. Table II shows the ten steps cited by Pritsker.

Table I I.

The Simulation Process [Pritsker, 1984:10-131.

I. Problem Formulation 6. Validation

2. Model Building 7. Strategic and

Tactical Planning

3. Data Acquisition 8. Experimentation

4. Model Translation 9. Analysis of Results

5. Verification 10. Implementation and

Documentation
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These steps outlined by Pritsker are not the only approach to a

simulation thesis. Shannon provides a similar list in his

article, "Simulation: A Survey with Research Suggestions"

[Shannon, 1975:289-290]. Banks and Carson also discusses the

steps in the simulation process in their text [Banks and Carson,

1984:11-14]. This analysis will follow a process which includes

the major elements found in all of these suggested outlines.

Problem Formulation/Background Study. The actual problem

identification in this study was originally posed by the AFIIRL.

The question of what effect the CIS-ISS would have on the TACS

was a logical one from the start. Although significant research

was done regarding the methodology to be used, the simulation

approach was a major consideration from the beginning owing to

the fact that the AFHRL preferred to have a well constructed

model of the CRC at the conclusion of the thesis effort.

The relevance of this problem is documented in Chapter II.

The background study of the problem served several purposes. One

purpose was to familiarise the authors with the TACS operation

from the macro level all the way down to the specifications on

the communications links. This knowledge has proven especially

valuable in the construction phase of the model. Another benefit

of the background study was to gain insights from past studies in

the same subject area (the TACS).

Data Collection. The main thrust of the data collection has

been in the area of operational tests of the CIS-ISS. The

specific data elements required pertain mainly to the arrival
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rates of hostile aircraft for a NAT3 type scenario and to the

reaction/service times of the various operators witnin a control

and reporting center or CRC. The first data available came from

an operational test of the CIS-ISS at Eglin AFB, FL, in May of

1985 [Preidis, 19851. Due to the limited number of

observations in some cases, this data will need to be checked

against other operational test data as it becomes available.

The CIS-ISS tests conducted in Germany during the fall of

1985 may provide "good" data in that the AFIIRL specified some

of the data elements to be collected [Preidis,1985].

Having a source of data is only the beginning of the data

collection process. Arranging or presenting this raw information

in a useful form is the next step. There are many ways to

present data for use in a computer simulation. For example, the

time required to identify a radar track could be represented as a

constant average, a table of probable values, or a parametric

distribution [Innis and Rexstad, 1983:71. Each situation will

dictate which is the more efficient method based on factors such

as the underlying population, model sensitivity to that

parameter, and data availablity. These particular issues are

explored further in Innis and Rextad's article on model

simplification [Innis and Rextad, 1983:7-101. As a starting

point, all the data was modeled as parametric distributions.

The sensitivity of the model to the inputs determined their

final form.
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Input data analysis is a subject addressed in many

statistical and simulation texts. The followiny references were

used in this effort: Banks and Carson, 1984; Hines and

Montgomery, 1980. The basic process in identifying/fitting a

distribution to data is described in the Banks and Carson text

and is reproduced here in Table I1.

Table III.

Input Data Analysis (Banks and Carson, 19841.

1. Identify the distribution
- histograms
- distributional assumption

2. Parameter estimation

- sample mean and variance
- suggested estimators

3. Goodness-of-fit tests
- chi-square test

- Kolomogorov-Smirnov (K-S) test

The above listed process can be done easily either by hand,

albeit time consuming, or with the help of statistical packages

found on most computer systems. For this effort the SAS

package (available on the V.AX/11-785 VMS system at AFIT) was

used [SAS Applications Guide, 1980].

The goodness of fit tests previously described have validity

only under certain conditions. Specifically, the chi-square test

is valid for larger sample sizes, for discrete and continuous

distributional assumptions, and when maximum likelihood

estimators are used [Banks and Carson, 1984:350]. The K-S test
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is "particularly useful when sample sizes are small and qhen no

parameters are estimated by the data [Banks and Carson,

1984:357]." Most of the data requiring distributional

description in this effort fit the assumptions required for the

chi-square test (i.e. the continuous distributional assumption

and relatively large sample size). It is also generally agreed

that a minimum expected frequency of 3, 4, or 5 be used for the

class intervals in a chi-square test [Banks and Carson, 1984:350;

[lines and Montgomery, 1980:2991. Although a strict definition of

a "large" sample size does not exist, Banks and Carson suggest

that a for sample of less than 20, the chi-square test should not

be used [Banks and Carson, 1984:351]. This being the case, the

chi-square test was used almost exclusively in the input data

analysis of this project. The final distributional forms of

the input parameters can be found by referring to the

computer code in Appendix A.

Model Construction. The actual building of the computer

model proceeded through several different phases. The early

stages of model building were based on a simplified

conceptualization of the CRC within the TACS. The actual coding

was done entirely using the SLAMI 'network' approach, with no

external FORTRAN coding required. The entities were defined as

radar tracks flowing through the network from the track

initiation event to the eventual destruction of the track if

identified as hostile. The arrival rates of the tracks and the
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service t ines in the system were based on the dati received from

the '.Jay '85 operational tests of the CIS-ISS at Ejlin AFB. This

initial model did not contain the level of detail required in

several areas. First, the data used for the service time

distributions was not considered adequate because of the limited

number of observations. The modeling of the fighter and surface

to air missile engagements was also limited to a very low level

of detail. Although this first cut at the model provided

valuable insight into the inner workings of the Control and

Reporting Center, the authors felt that more detail was required

in the previously mentioned areas to instill more confidence in

the model output.

Through the process of research and literature review, an

article by Merriman and Dowdle of ALPIIATECII, Inc. provided a

comparison of two air defense command and control models

[Merriman and Dowdle, 19821. After several phone calls to

ALPHATECII, it was learned that the models were being used by the

Command and Control section of the Foreign Technology Division

(FTD/TQC) at Wright Patterson AFB. FTD/TQC is using these two

models in their work on the Soviet Air Defense system. The two

models compared in the article were Queuing Based (QUEB) and

Transient Air Defense Zone (TADZ). QUEB is an analytical queuing

theory model of a RED air defense zone. TADZ is a SLAM, FORTRAN,

and Pascal based computer model of the RED air defense zone and

its response to a BLUE force attack. Through an examination of

the documentation and computer code of TADZ, it was determined
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that several portions of the model could be adapted to model

the U.S. TACS. TADZ provides the level of detail required

that was missing in the first attempt at modeling the CRC.

The TADZ model runs on a VAX/11-780 with a VMS operating

system at FTD and is completely compatible with the computer and

operating system available at AFIT. Any requests for access to

the TADZ coding or documentation should be referred to FTD/TQC.

A masters thesis effort by Larson and Vane at the Naval

Postgraduate School was very helpful in providing an

understanding of the TADZ model [Larson and Vane, 1985].

The experience gained from the first attempt at modeling the

system paved the way for successful incorporation of the

appropriate the CRC into TADZ. Throughout the model building

process care was taken not to make the common errors that can

beset any model builder. Innis and Rexstad's article on model

simplification techniques was very helpful in pointing out some

of the possible dangers and in providing guidance for keeping the

model at the appropriate level of detail [Innis and Rextad,

1983]. Coding improvements, logic analysis, and variance

reduction are just a few of the efficiency hints discussed in

this article that were helpful.

Appendix A contains the actual code of the final CRC model.

For a detailed description of the CRC model refer to Chapter IV

of this thesis.
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Experimental Design. From the authors' point of view,

one of the important reasons for planning or designiny the

approach to be taken in this thesis is economy of effort.

'licks states that in the design of an experiment, "one seeks

to obtain the maximum amount of reliable information at the

minimum cost to the experimenter [Hicks, 1973:2]. Montgomery

4', defines the statistical design of experiments as:

the process of planning the experiment so that appropriate
data will be collected, which may be analyzed by statistical
methods resulting in valid and oujective conclusions. The
statistical approach to experimental design is necessary if

we wish to draw meaningful conclusions from the data.
[Montgomery, 1984:2]

Montgomery also recommends that everyone involved in the

"experiment" have a clear vision in advance of what is to be

researched, the type of data to be collected, and a general idea

of now the data will be analyzed [Montgomery, 1984:3]. In Hick's

text, Fundamental Concepts in the Design of Experiments, the

author suggests the outline shown in Table IV as one possible

approach to experimental planning [Hicks, 1973:4,5].

Any textbook dealing with the subject of experimental

design will have essentially the same elements included in

Table IV by 'licks. It was decided to follow this particular

process in the design of the experiment. In reality, the

order of accomplishment may have varied slightly during the

process, but the intent was to follow the general guidelines.

'4
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Table IV.

Experimental Planning.

I. Experiment

A. Statement of problem

B. Choice of response or dependent variable

C. Selection of factors to be varied

D. Choice of levels of these factors

1. Quantitative or qualitative

2. Fixed or random

E. How factor levels are to be combined

II. Design

'A. Number of observations to be taken

B. Order of experimentation

C. Method of randomization to be used

D. Mathematical model to describe the experiment

Ill. Analysis

A. Data collection and processing

B. Computation of test statistics

C. Interpretation of results for the experimenter

In the choosing of a response variable, the early work on

the basic CRC model was very valuable. The number of hostile

radar tracks that "get through" the air defense net was the first

response variable identified. The second response variable

chosen was the number of incorrect identifications by the
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"system." Keep in mind that the question to be answered is

whether the CIS-ISS will provide a significant improvement in the

identification process. These two response variables will be the

indicators of the improvement or lack of it.

The process of select ing the factors to be varied was

continuous in nature. During the model verification phase the

model's sensitivity to the input parameters was tested using

statistical comparisons on the mean response [Banks and

Carson, 1984:Ch 101. An example of a factor that is varied

in this analysis is the arrival rate of aircraft/tracks into

the CRC's coverage area. The decisions on exactly how to

vary the different factors in the model were made based on

experience and from data gathered in the background study

pertaining to system performance, resource levels, etc..

Determining the number of observations to be taken is a

decision that can be aided by statistical analysis. The choice

of sample size is a topic covered widely in the literature.

Montgomery, Banks and Carson, and Hicks all provide acceptable

. methods for determining sample size for one, two, and several

factor designs [Montgomery, 1984; Banks and Carson, 1984; Hicks,

19731. Fishman provides some useful insights on the subject in

his Management Science article on estimating sample size

[Fishman, 1971:21-381. The general technique involves the use of

Operating Characteristic Curves found in most statistical

analysis and experimental design texts.
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As previously discussed, the thrust of the final analysis is

to compare the system performance with and without the CIS-ISS.

The plan for making the experimentation "runs" reflects this

fact. Identical runs are made with and without the computer

aided identification feature and the results (the response

variables) are tested for statistical difference or variance.

This leads the discussion into the area of factorial design and

the use of the ANOVA (analysis of variance).

Again, the literature contains several texts and articles

dealing with ANOVA and statistical analysis of the output from a

simulation model. The following authors address the subject:

Law and Kelton, 1982; Hicks, 1973; Banks and Carson, 1984; and -

Montgomery, 19841. Carson and Law have written an excellent

article in the Operations iesearch journal on the subject of

confidence intervals using the 't' statistic and the use of

blocking in factorial design [Carson and Law, 1979:1011-10251.

Another topic of interest in experimental design is variance

reduction. The various "techniques or tricks" in this area are

meant to improve the statistical efficiency of the experiment

[Banks and Carson, 1984:487]. Common random numbers and

antithetic random numbers are two of the more widely discussed

methods. Kleijnen discusses these two techniques in his

Management Science article [Kleijnen, 1975:1176-1185]. Law and

Kelton devote an entire chapter in their text, Simulation
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lodeling and Analysis (Law and Kelton, 1982:Ch 11]. Due to the

comlexity of the CRC model, a combination of both the antitheti"

and common random number techniques was used in this experiment.

Verification and Validation. As noted earlier, it is

important to have a vision of the experimental design prior to

performing the experiment itself. A great deal of the previous

discussion centered on the statistical techniques used within

that design. An important aspect of the design that must be

remembered throughout the process is the verification and

validation of the model itself. Verification can be defined as

"the comparison of the conceptual model to the computer code that

implements that conception" [Banks and Carson, 1984:376)]. In

simpler words: does the model perform as intended? Tnis question

is answered on a continual basis within both the model

construction and experimentation phases. A common sense list of

suggestions for verification is provided in chapter ten of Banks

and Carson's book. These suggestions are "basically the same

ones any programmer would follow when debugging a computer

program" [Banks and Carson,1984:379].

Validation is defined as follows:

the act of determining that a model is an accurate
representation of the real system. Validation is usually

*. achieved through the calibration of the model, an iterative
process of comparing the model to actual system behavior and
using the discrepancies between the two, and the insights
gained, to improve the model. This process is repeated
until model accuracy is judged to be acceptable. [Banks and

Carson, 1984:3771

One simple method of validating a model without using statistics
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is the Turing test. The test involves asking an "expert" in the

field of interest to distinguish between real world data and the

output of the model. If the expert is able to identify the model

output as different, the model builder needs to work on improving

the model. The Turing test can be used in an iterative fashion

to fine-tune the model [Law and Kelton, 1982:338; Banks and

Carson, 1984:401].

The method of comparing output to real world data can be

extended into the realm of statistics through the validating of

input-output transformations. This is accomplished by running

the model with certain input parameters and then oUserving the

"transformation" of these inputs into output measures of

performance. These model output measures are then compared to

data from the actual system using hypothesis testing on the

difference in the means, generally using the 't' statistic [Banks

and Carson, 1984:392-393]. "A necessary condition for the

validation of input-output transformations is that some version

of the system under study exists, so that system data under at

least one set of input conditions can be collected to compare to

model predictions [Banks and Carson, 1984:3871." The TACS is an

existing system and the data obtained from several operational

exercises is used for comparative purposes.

R.G. Sargent in his article, " Verification and Validation

of Simulation Models," provides a list of twelve validation

techniques that can be used to develope confidence in the model.

Table V below is a recreation of that list.
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Table V.

Validation Techniques [Sargent, 1982:162-163].

1. Face validity 7. Comparison to other
mode 1 s

2. Traces
8. Historical data

3. Historical methods validation

4. Multistage validation 9. Predictive validation

5. Internal validity 10. Event validity

6. Parametric variability/ 11. Graphic displays
Sensitivity analysis

12. Turing tests

A few of the techniques listed have already been discussed and a

thorough description of each would not be appropriate here.

Refer to Sargent's article for more information. Sargent also

includes an excellent bibliography covering the areas of

verification and validation. Unfortunately, there are no current

"cook book" approaches for the validation of simulation models.

A combination of the above listed techniques is generally used,

but the question of which ones to use is left to the analyst.

Sargent does suagest the use of factor-screening experiments in

the case of large-scale models to reduce the number of variable

combinations to be tested [Sargent, 1982:167]. Pritsker states in

his text that "in making validation studies, the comparison

yardstick should be both past system outputs and experiential

knowledge of system performance behavior [Pritsker, 1984:13]."

Stated in laymen's terms, validation tests are simply checks on

the "reasonableness" of the model.
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As stated previously, a combination of techniques is

generally used to verify and validate the model. 'Many times the

cost and the time available to accomplish these steps play a
4.

major role in determining which technique(s) to use [Banks and

Carson, 1984:402; Sargent, 1982:160]. Again, the analyst or

. model builder makes the final decision. Both of the following

texts provide complete treatments of the verification and

validations of simulation models: Law and Kelton, and Banks and

Carson (both chapter 10).

Keeping on Track

With so many different techniques and suggestions to keep in

mind while building the model and performing the analysis, it

would be very easy to stray "off course" during a simulation

effort. Having a good research design and a strict time

schedule to follow helped avoid significant problems in this

area. In Annino and Russell's Interfaces article, these

seven reasons are offered as the most frequent causes of

simulation analysis failure [Annino and Russell, 1981:63]:

1. Failure to define an achievable goal

2. Incomplete mix of essential skills

3. Inadequate level of user participation

* 4. Inappropriate levels of detail

5. Inappropriate language

6. Using an unverified or invalid model

7. Failure to use modern tools and techniques
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Paying heed to this list helped kee? the research effort on a

course toward successful completion.

Summary

This chapter has described the research design for this

thesis effort. A brief review of the background study of the

problem preceded a description of the data collection and model

construction processes. The experimental design was presented

along with a discussion of the verification and validation

phases. Finally, a short section covering the potential pitfalls

in a simulation study was included with the aim of keeping the

research "on track."

In the following chapter, the CRC model will be described as

it was implemented in the TADZ model. In addition, the assump-

tions and changes required to use the TADZ model are highlighted.

h.'
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IV. MODEL DESCRIPTION

Introduction

As stated in Chapter Ill, this effort began with a

simple simulation model of the CRC in the SLAM language. The

time spent in building this model was valuable in that much

insight and understanding of the TACS operation was gained

through the process. Upon finding the Transient Air Defense

Zone (TADZ) model by ALPHIATECIi, Inc. available at FTD, it was

decided to use the TADZ model to simulate the operation of

the CRC within the TACS. The overall objective of the thesis

did not change: to evaluate the utility of the CIS-ISS

within the tactical air control system.

This chapter of the thesis will describe the simulation

model at several levels. First, TADZ will be explained as

used by ALPHATECH and FTD. Secondly, the TADZ model will be

described as it has been modified to represent a U.S.

tactical scenario at a basic level. Thirdly, a central

European type scenario will be explained as it has been

implemented in TADZ. The final portion of the chapter will

list the changes and adaptations that had to be made in TADZ

in order to model a tactical scenario and implement the

identification feaure required to analyze the CIS-ISS.

49

, . . . . . . .



Description of TADZ.

rhe TADZ model was developed by ALPIIATECII to model the

command, control, and communication process (C3 ) within the

Soviet air defense system. Essentially, the purpose of the

Soviet air defense system is the same as the TACS, that being

to provide a means of detecting, reporting, and prosecuting

hostile air threats. In more analytical terms, "the goal of

the air defense C 3 system is to maximize the use of scarce

resources in bringing them to bear against penetrating

threats [Larson and Vane, 1985:241."

In TADZ, the enemy penetrators are the customers or

entities flowing through the air defense zone and the defense

assets (radars, command centers, SXA1's, and fighters) are the

servers. Since TADZ is essentially based on queuing theory,

there are many factors within the C 3 system that can he

anlayzed. Response (service) times, arrival rate of the

threats, and the available resources to prosecute the

penetrators are just a few of the factors that can be varied

and analyzed using the TADZ model. TAI)Z not only models the

"external" process of detecting the penetrators and

prosecuting them, but it also models the "internal" decision

imaking or command and control (C2 ) process within the air

defense system. Some examples of the servers in the internal

system are the communications links and the track report .pa

selection which operate during the transfer of information or
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i:lessages between tite elements of tne C2  system [Larson and

Vane, 1985:26-27 J.

The overall emphasis in designing TADZ was "on message

routing doctrine and C3 decision making logic, while

providing enough detail in the surveillance and prosecution

modeling to capture the essential aspects of these phases of

air defense [-lerriman et al, 1984:14]." Because of this

emphasis in the building process, the TADZ model was well

suited for investigating the CIS-ISS question in a tactical

environment. Despite the differences between the Soviet and

U.S. command and control doctrine, this model can represent

the "network" connectivity in a myriad of ways. In short,

the TADZ model is very flexible.

Resource Requirements. "TADZ is implemented using

FORTRAN-77 and the simulation language SLAM1 (simulation

language for alternative modeling) [Merriman, 1985:521" The

actual FORTR AN coding was developed on a VAX 11-780 using the

V.IS operating system. The files necessary to run TAI)Z P

require approximately 4.5 megabytes of disk space just for

storage of the working files. Executing the model requires

approimately 10 megabytes of virtual address space.

The FORTRAN coding, which is the bulk of the TADZ model,

consists of over 280 FORTRAN files. Each of these files is a

sutbrout.ne that is compiled into a larger object file which

makes up the actual executable code. Changes in the decision
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logic required -nodifyin- a fev specific subroutines and the

interfacing subroutines (those files that call or are called

by the changed subroutine). [Merriman, 1985:2-31

TADZ ",odeling Approach

The TADZ modeling process can be broken down into the

following catagories of "sub-models": situational models,

organizational models, equipment models, process models and

doctrinal models [Larson and Vane, 1985:391.

The situational models specify the geography of the

scenario and the threat. The geography is detailed through

such things as control boundries and the terrain. The threat

is modeled through the description of the individual threat

types, including speed, radar cross-section, offensive and

defensive capabilities and the flight path used in the

scenario.

The organizational models describe the orzanization of

the C 3 structure and the associated connectivity between the

various nodes of the network. The equipment sub-models

include the modeling of the radars through the use of the

radar range equation and the description of the threat

prosecution assets (fighters and SAMI's).

At each control or surveillance node, the processing

time for information flow is modeled. Communication between

the nodes of the system are assumed to be perfect in :ost
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iJplerientations of I ALZ thus far, but the inodel does have the

capauility to describe less than perfect comnunication

[Larson and Vatie, 19S5:4J.

The process models include the elements of detection,

weapons control, and weapon allocation procedures. Also

considered are such factors as equipment servicing to include

fignter refueling and re-arming, as well as the reloading of

the surface to air missiles (Larson and Vane, 1985:40j.

As stated previously, TAD)Z is a model of a Soviet air

defense system and, as such, models the network with Soviet

doctrine throughout. Fortunately, TALJZ is flexible enough

through its input files that any specific differences in

areas such as command policies can be explicitly treated.

rne latter portion of this chapter will explain the

modifications that had to be made to model the identification h=.

or CIS-ISS function for this thesis. The reader is referred

to the TADZ user's *ruide for a more detailed description of

the above elements [Merriman et al, 1984]. Appendix C

contains a user's guide for the TADZ implementation as

constructed for this thesis effort.

'lodel Implementation

o Thus far in this description of the model, the general

elements of TALJZ have been discussed. An overview of the

implementation or execution phases might be helpful at this

point. There are three logical phases to discuss in the
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i,-plementation of the model: preprocessing, simi1lation, and

postprocessinlg,. The T.ADZ User's Guide gives the following

description of these phases:

In TADZ, preprocessing and simulation are performed in

the main execution module, while postprocessing
capability is provided in an independent execution file.
The main execution module contains a large number of
FORTRAN modules,linked to the SLA,'1 simulation language.
A substantial amount of preprocessing is done before the
simulation of scenario events begins. When simulation
starts, control passes to SLAM, which selects the next
action to be performed .... by maintaining a calendar of
simulation events that have previously been scheduled.
Postprocessing is done in a module written in FORTRAN
and PASCAL, which contains menu structures like those
used in QUEB. The postprocessor reads raw data files
produced by TADZ , and provides menus that allow the p

user to derive stastistics from this raw data and
selectively display these statistics. (Merriman et al,
1984:18]

Figure 4 displays the major elements of TADZ.

The initial execution of the model begins by reading the

user input data files describing the scenario to be

specifically modeled during that run. These files include

order of battle information for both "sides", specifications

on the radars, aircraft, and missiles, and the description of

the C 3 connectivity. Again, Appendix C contains more

detailed implementation information on the construction of

these data files. Chapter II of the TADZ User's Guide goes

into much more detail on the model structure and

implementation [Merriman et al, 1984:18-431.

TADZ Network Connectivity

The network configuration modeled in TADZ is quite
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adative to different scenarios. Althougn origiinally set up

to model the Soviet command network, it vas easily

reconfigured to represent the C 3 configuration of a CIC

within the TACS. The TADZ documentation uses some
0

nomenclature that may be confusing, so the following

discussion will clarify and explain the labeling conventions

used in TADZ along with a simple description of the CRC

netaork and connectivity as it is represented by TADZ.

Figure 5 illustrates the TADZ representation of the

Soviet style C 3  network. The labels on the various nodes in

this network correspond to specific functions and locations

within the surveillance and control structure. As depicted in

*, the diagram, the flow of information follows a "heirarchical"

format. The R0 represents either an acquisition or

surveillance/early warning radar. An SO is defined as a

filtering and reporting center. [ he S 1 represents a sector

filter center one level above the SO in the hierarchy. The

top level of the surveillance portion of the network is

modeled by the S2 node and is known in Soviet terminology as

a zone filter center. rhe next node in the network is the C 2

node which is the top level of the command structure or the

air defense weapons operations center (ADWOC). The next

level down in the command structure is the regimental/brigade

command post or C l node. rhe bottom level in the command

hierarchy is represented by the C O node or GCI/Fire Control

Post. The CU node "controls" the fighter interceptor and SAM
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into a detailed description of the reponsibilities of eaci of

tnese nodes as they exist in the Soviet air defense system, a

simple network model of the CRC will be described as it is

represented by the TADZ model. Figure 6 is a network diagram

of the CRC within the U.S. tactical air control system.

Since this thesis is modeling a tactical air defense

system, the more detailed description is included here as it

relates to the functions and responsibilities within the

TACS. Tne U.S and Soviet systems are similar in that the

same type of air defense decisions and actions must De made,

but the location of the nodes and the levels at which the

decisions are made are generally quite different. Table VI

explains the functions and locations of the C 3  nodes for the

CIIC/TACS as represented with the TADZ nomenclature.

For a review of the various functions within the CRC,

refer to T-\CI 55-44 or the background section of Chapter 1

[TACIR 55-44, 19851. The detailed specifications for all

these nodes are listed in the input files for TAiOZ. Appendix

13 gives instructions and examiples on how to build the

required files for implementing; TADZ with a particular

scenario.
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6

TADZ Description of the TACS.

TALDZ N o de TACS Function /Location

RUTPS-43 I CRC position
(Ekv radar)

SY SSO (Scope
SurveilIlance
Operators) / wi thin CIRC

Si ',&l (.\ovements
and Ident ificat ion
Operators) / within CRC

S2 Battle Director
w wit h in CRC

2 I AO (Oveapons
Assignment
Officer) / wi thin CRC

Cf AIJLO (Air Defense
Liason Officer)

/ wi thin CR~C

"-' Fi~rhter wveapons '

Cont rol let, w withni n CRC

U S.U Acquisition
ta d ar / location of

SA'l battery

so SAM Fire Control
flattery / H

C2 Fire Controllers

Enhanced Scenario

Trhe CRC and 'rACS network just described was of a very

simple air defense organization. A more detailed or expanded



scenario was required to accurately model the TACS in a valid

setting. This study as described in Chapter 1, is based on a

Central European scenario with a massive conventional attack

from the WARSAW Pact forces. The air defense in this region

is essentially divided into two zones (4 ATAF, 2 ATAF). Tne

scenario chosen for this simulation models a "generic" U.S.

air defense zone [Spaeth, 19851. Figure 7 is n depiction of

this scenario. Again, this is a generic scenario and future

users could easily build a simpler or more advanced

simulation by simply rebuilding the TA)Z input files. This

scenario includes essentially one early warning/ground

controlled intercept (EW/GCI) radar, three combat air patrols

(CAP) points (COFI1 - COFI3), four SAM batteries (with

associated equipment, MIl - M4), and one CRC. The lethal

engagement zones for the SAM batteries are indicated by the

hashed circles. The TADZ network representation is much more

complicated than the simple CRC model described earlier.

Figure 8 is the network depiction of the final CRC scenario.

As stated earlier, this scenario could be enhanced

fairly easily. AFIRL's envisioned use of the model should

not require any drastic changes in the scenario or the other

parameters within the FORTRAN coding of TADZ. The

information in Appendix B wiII enable the user to make the

required changes to the scenario. Any deeper excursions into

coding changes would require a more in-depth study of LIN.Z
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ind its implementat ion. Tne '\' , instruction manuals (Vol I

I1, 111) available througn FT'[)/FP,C or ALP1IATEClI, Inc. are

recoimended for this purpose. The next section of this

chapter will deal with the FOiTRAN changes required in TADZ

to model the identification function in the tactical

scenario.

I

'ADZ .lodi fications

In order to implement the functioning of the CIS-ISS in

the TADZ model, three major modifications were required. The

three modifications are required to emulate the realistic

flexibility of operations available in the TACS and not

available in the TADZ model. The three operational functions

not in the TADZ model are: (1) the ability to decide not to

prosecute a penetrator, (2) the ability to distinguish among

penetrators (friend from foe), and (3) the ability to perform

an identification intercept.

First, the model needed the capability to not prosecute

a penetrator. The existing T.I)Z logic assumed that all radar

detections were hostile aircraft attempting to penetrate the

air defense zone. Since all penetrators were assumed to be

hostile, the air defense system made an attempt to destroy

each penetrator with the assets available. This assumption

is not valid for the scenario employed to test the CIS-ISS.

TheCIS-ISS was tested for its ability to assist in the

identifir'ation process. This identification process will not
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only distinguish friend from foe but viII also provide the

probable type. Tne syste;n needs tne aility to not

prosecute a detected aircraft when the aircraft is identified

as friendly or for some other command decision. This

selective prosecution capability was not provided in the

origrinal TADZ coding.
* The second major modification of TADZ required a change

to the model so t.at an identification code could be attached

to each penetrator. This modification reflects the

identification friend or foe, selective identification

feature (IFF/SIF) present in the existing TACS. The

previously modified selective prosecution feature could then

be selected based on the information contained in the

identification code. The actual identification codes used in

the model are detailed below.

The third feature added to the TADZ model was the

identification intercept. Based on the existing operating

orders or the rules of engagement, a penetrator may require a

visual identification prior to execution authorization. This

type of execution requihes the deliberate withholding of the

authorization for missile engagement and the explicit use of

fighters. In addition, the fighters are restricted from

using long range weapons against the penetrator prior to the

pilot making a visual identification of the penetrator.

Penetrators which cannot be specifically identified as
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f riend, foe or neutral require this type of identification

interceot.

Additionally, the rAI)Z model used the uniforri

distribution to model the average service times for messae

processing at the TADZ nodes. Since the analysis of the

Eglin test data showed that these processing times actually

fit the exponential distribution, the message processing was

changed from uniform to exponential in the subroutine

SERVT I ME. FOR.

TADZ Entities. Externally, the model treats the

penetrators entering the air defense zone as the customers to

be served. Internally, the entities that flow through the

TA)Z model are the command and control messages which would

normally be distributed through an air defense system. The

processing of the messages within the SLAM network represents

the servicing of the penetrator customers. In order to

change the TADZ network to implement the modifications

required for the CIS-ISS function, two methods could have

been used. First, the messages entities could have been

modified to include the identification of the penetrator.

Secondly, the processing of the messages could have been

changed so an identification code would indicate whether the

penetrator was friendly and whether or not the air defense

system should prosecute the detected aircraft.

Because the timing in the TADZ model is based on time

elapsed while processing the messages generated by the
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various ,odes in the air defense system, it .aas important to

ensure that the selective prosecution feature did not affect

the normal message flow. For instance, just because a

penetrator was identified as friendly does not mean that the

messages concerning the aircraft could be eliminated fror , the

system. In fact it is conceivable that the processiny load

for messages on friendly aircraft could interfere nith the

message processing for the hostile aircraft. Therefore, in

order to preserve the current flow of messages, the selective

prosecution feature was implemented at the last processing

node possible.

Selective Prosecution

The selective prosecution feature was implemented in the

following manner. The TADZ logic requires two message events

to be true before an execution node (fighter or missile C0 )

will prosecute a penetrator. i'he first message the Cu

prosecution node checks for is the radar detection report.

TADZ logic requires that each individual C O execution node

have a detection report from an SO node that is directly

connected to the Co node. The detection reports routed via

the surveillance side of the air defense system are not

sufficient for prosecution, the report must be direct from

the So to the CO . Tne second message event required prior to

initiating a prosecution of a penetrator is an assignment (or

alert) message. In other words, the surveillance section
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needs to detect tile hostile penetrators and identify the,.l as

hostile. Then, the weapons control side of the air defense

system ,-ill make the decision as to which .-ieapons controller

(working a specific CAP point) or Iiawk missile battery will

engage the penetrator. %Vhen both (detection and assignment)

messages are present at a CU node, T:XDLZ then 'matches' the

detection and assignment messages and attempts to prosecute

the penetrator if the assets are available. For this reason,

the CO.IATCII subroutine was modified to not file detection

reports at C o nodes for selected penetrators based on their

identi fication code.

CUMATCI. The actual FORTRAN selective prosecution code

modifications made to TADZ were done in the FORTRAN *

subroutine called COMATCH. FOR. It is in this subroutine that

the system checks to see if both types of the required

,0messages for prosecution exist at the specified C node. The

subroutine returns a logical value of true or false for the

detection and assignment messages based on the status of the

messages waiting for processing at the node. To avoid

affecting normal message processing of TADZ, tile ;iessagcs

themselves were not changed. Instead, the identification of

the penetrator is checked to see if the identification does

not require prosecution (II) code 5 or higher). If the

penetrator does not require prosecution the single

consolidated assignment message produced by C0',IATCII is not
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placed in an assi.rnnent queue. !!owever, the ,)enetrator is

still reported througn the surveillance side of the CRC.

rhis surveillance report will ensure that event though the

system cannot prosecute the penetratore, the ,inodel still

maintains the penetrator in the target data base.

An IF TIEN statement checks the identification code
'.,*

attached to the penetrator and fails to determine a queue for

the assignment message at the CU for selected values of the

identification code. The following identification codes were

used in the COMATC1I subroutine:

1 = lostile identified as Unknown

2 = Friendly identified as Unknown

3 = Freindly identified as Hostile

4 = Hostile identified as Hostile

5 = Friendly identified as Friendly

6 = Hostile identified as Friendly

7 = Deliberate non prosecution

8 = New code for unknown friendly

If the identification code is 5, 6, 7, or 8, the CO'IATCII

subroutine does not place the assignment message in a queue

which would enable execution. Since the added code is at the

end of the subroutine, normal message processing has already

been accomplished. The failure to place the assi';nment

message in a queue only prevents the CU node from actually

beginning prosecution on selectively identified aircraft.
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Identification Feature

In order for the selective prosecution feature to work,

the individual penetrators should have the identification

code embedded in the message entities that flow through the

'rADZ network. Hlowever, the queues that represent the air

defense system nodes are based on the different penetrator

types. The messages which are to be processed are placed in

the queues based on whether the messages are first detection

reports or continued reports. Thus, the number of queues

attached to each node which represents a portion of the air

defense system is eight. There are two queues for eacti

penetrator type (maximum of 4), one for first reports and one

for continued reports. The creators of TA.)Z also allowed a

ninth node in the system for expansion. Since the

identification codes are not limited or tied to the

penetrator type, the queues were not used to manipulate or

use the identification code. In addition, the computing

overhead that would be required to pass the attribute array

each time a C O node evaluates a penetrator would make such a

method of implementing the identification feature cost

prohibitive in execution time.

The TADZ FORTRAN code provides a means to collect the

data on the penetrators as they progress through the system.

Tne penetrators and their identification codes are

initialized in the PENINT.FOR subroutine and then passed to
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each routine that needs the data in the P .'II i coI,1::iol

block uetinition. The suoroutine that prints tne final

output file is PIZINTPEN.FOR. Tnis subroutine prints output

which conitains the penetrator numbher, the penetrator path,

and the times of first detection, first assignment, first

engagement, destruction, and identification code. The

following paragraphs describe the changes made in each of

these subroutines.

PE:IDENT.INC. The labeled common block contains the

identifi,:ation information on the penetrators. The specific

identification code can be referenced using the array

PEN_ IDENT (I). The index of the array PEiJ IDENT is the

penetrator number so that each value of the array is tied to

a specific penetrator.

P EN INT.FO1. The FORTRAN subroutine PENIN".FOR actually

sets the identification codes used in the model. The

identification code is determined using a random draw from a

uniform distribution. The identification code is then set

using IF T'IEN ELSE statements and predetermined probability

values. The different levels or capabilities of the CIS-ISS

to perform the identification feature can then be varied for

analysis by changing the probabilities in this subroutine.

Figure 9 shows a decision tree for one set of factor levels

for accuracy (.99) and capability (.06). Recall that 10

percent of the penetrators were assumed to be friendly, and

the remaining 90 percent were hostile.
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)RINTP N.FOI .I 'nis subroutine provides the output that

is used by rAiz inste;id of the SL\'l statistical collectios.

This output file was changed to provide a means of tracking

the identification code that was generated in PENIJT.F il.

This also allows the analyst to verify that the appropriately

coded penetrators are not executed. The code changes added

the penetrator identification code to the existing output

file for verification by the analyst.

Identification Intercept

Emulating an identification intercept within the TADZ

model required the ability to designate the penetrator for

execution by fighters only. In addition, the fighters must

not use long range weapons, rather they must conduct a visual

intercept. Once identified, the model needed the ability to

either abort the intercept or destroy the penetrator when the

visual identification was completed.

The actual code changes required to implement an

identification intercept was made in three files. The

SON iSP'ICi.F-I1 was further tod i fied, alon", with the

subroutines which control the release of long ranre and short

range weapons (LONGFIRiE.FOR and SIlOR 'FIRE. F0R).

CUAI ATCII. FOIt. The coding in this subroutine was given an

expanded IF TIE' structure to sequence through both the

identification code and the node labeling structure to ensure

that a valid assignment message is placed only in the message
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processin r ,ueue for Co's identified as i fi ;ntei j . "he

actual codin" assunes foreknowledge of the number of fighter

Cus in the scenario. Changes in the number of fighter Cos

would require changes to the code and recompiling of the TAI)Z

model. See appendix B for the detailed procedure to

accomplish this straightforward modification and a listing of

the actual code changes implemented.

LONGFIRE.FOR. The decision logic required to fire a

long range missiles from a fighter interceptor is contained

in this subroutine. The FORTRAN coding was modified to test

the identification code prior to expending any missiles. If

the identification code was UN',IQVN (1 or 2), the decision

logic was automatically switched to SHORTFI' E.FOR to emulate

the requirements for a visual identification.

S1IOI'TFIIE. FOI. This subroutine contains th~e decision

log"ic for fighter prosecution against penetrators at short

range. An IF IIEN statement was used to test the

identification code. If the penetrator was identi fied as

friendly (2), the intercept is coded as a missed intercept,

the fighter prosecution is canceled and the penetrator is

given a new identification code (8). If the penetrator is

identified as hostile, the penetrator is destroyed.

Validation and Verification

Validation. The 'rAf)Z model provided by the Foreign

Technology Division (FTD) has already been verified and
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va lida ted for use ;it FTD. It is cirreut lv being used i

studies conducted at FiP). fherefore, it' the code Qnan ;es can

be shown to have no effect on the ori ginal processing of tlie

;iodel, the model is still a valid model. In addition, the

output re3ults and penetrator prosecution were reviewed by

air defense experts at the Human Resources Labratory for face

validity. No obvious discrepancies were detected.

Verification. lHach change of the TALZ FORTRAN codinr

needed to be checked to ensure the original message

processing was not affected by the coding changes added for

the identification feature. The code was verified by

comparing the following test cases against a base case

(before any code changes) running identical scenarios with

changes only in the identification codes used. First, all

penetrators were initialized with a friendly identification

code to ensure that none of the penetrators were attacked.

All the penetrators passed through the system without being

assi rned to a C 1) for prosecution while they were still

detected at the ori-inal times reported in the base case.

Second, all the penetrators were initialized with tin

unknown/hostile identification code to ensure that only Fl

Cos attack the penetrators. While the ass ignment and

" destruction times were different, this was to be expected as

the surface to air missile systems were not used. Next, the

identification code was changed to unknown friendly. As

expected, the detection and assignment times reported by TAI)Z
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,vere tne same as in the second case. The fourth case

consisted of assigning all hostile identification codes to

the penetrilors. Since all of the penetrators were

identified as hostile, the detection, assignment, and

destruction time should be identical to the base case --

which they were. Since there was no reported differences in

the TADZ output between the original coding and the modified

coding, the code changes were verified as having not adversly

modified the original TADZ message processing. Thus the

model changes have not affected the validity of the original

model.

Summary

Chapter IV has provided a brief overview of the TAI)Z

model as provided by the Foreign Technology Division. A

description of the available system nodes and their use in

representing the tactical control system processes has also

been explained. In addition, the required modifications to

implement a selective prosecution function, an identification

function, and an identification intercept feature in the TAI)Z

model were described. The detailed files, code changes, and

user r ianuals required to implement the TA[)Z model are

contained in appendices A, 1, and C. A brief description of

the verification and validation procedures was also

described. In the next chapter we will provide a detailed

description of the experimental design and the various input
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levels used for data collection. A screenin,; analysis will

identify which factor levels have sirnificant effects on the

model. An analysis of the effects due to changes in the

input levels will also be presented.
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V. ANALYS IS OF j1ESULTS

In t roduc t ion

This chapter des" ibes and explains the results of the

experimentation with the modified T.)Z model. The

experiments were chosen to answer the research question as to

whether or not the CIS-ISS would be a valuable aid i:i the

identification process within the CRC and TACS. The

experimental design will be reviewed, the measures of merit

restated, and the major findings will be discussed. Some

sensitivity analysis was accomplished along with some

excursions from the original scenario. These nill be

included at the end of the chapter along with an

interpretation of the experimental results relative to the

research question.

Factors in the Analysis

With such a complicated simulation model there were many

input variables to consider as factors for the experiment.

Several of these variables such as number of fighter

* interceptors, number of SAM's, types of penetrating aircraft,

and the routing of the penetrators were considered to be

scenario dependent and, thus, eliminated from the list of

factors to be varied by using a fixed scenario. Since the
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key issue in this effort is whether or not "CIS-ISS imaproves

the identification process, the problem is essentially one of

comparison against a standard. \4ith the objective of

answering this question, three factors were chosen based upon

their pover to "describe" the identification function. These

factors were identification capability, accuracy, and time to

identify. A discussion of these factors along with their

associated levels folIows. Table VII lists the factors used.

Table VII. Factors and Levels.

Factor LO 'lED HI

1. Capability 10 6 2
(percent unknown)

2. Accuracy 80 90 99
(percent)

3. Identification 10 60 112
Time (seconds)

Capability. The capability of the identification

system, Doth manua l and automated, is defined in this thesis

as the ability to sense a target and assign an identification

to the penetrator. Using this definition, the capability of

the system can be measured by observing the percent of

"unknown" labels assigned compared to the total targets

processed. The three levels selected for this factor were

10, 6 and 2 percent. Since the unknown identification imposes
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restrictions on tae auility of tne air defense systeri to

select the appropriate asset for prosecution, an unknonin

level of "one out of ten" was a reasonable worst case. The

level was increased by 4 percent in two increments to

increase the capability until the system was five times

better, or one out of fifty. The system could provide a

specific identification code 9U, 94, and 98 percent of the I,

times respectively. These levels are set in the PENINr.FOI

subrodtine of the TADZ code. (See Appendix A for the

implementation of the levels used in the experiment.)

Accuracy. The accuracy of the identification was

another important factor to consider. It should be clear

that the ability to identify foe from friend is a critical

and highly desirable characteristic of an identification

system. The initial estimates on CIS-ISS performance

advertise n 99 percent accuracy [Perini, 1985:811 Given a

detection, the system is reportedly capable of identifying

the correct type of the aircraft 99 percent of the time.

This variable is also set in the PI-ThINT.FOH subroutine in

T'[ADZ. Using the advertised accuracy of CIS-ISS as an upper

bound, the following levels were chosen to provide a wide

range of operational conditions: low = 80 percent, medium =

90 percent, and high = 99 percent. These levels ,vere

considered to reasonably cover the possible accuracy range off

both the CIS-ISS and the manual systems.

s0

• • • , • • • • ° •. •. . . . . . . .

". ,.'..:,.;- ,,.,.'-.'-.',.,'.% -,".'_-" -" -'..: ,"..",.-,.; ," "-J'.



Identification ri me. D'ne final level chosen for the

analysis was identification time. One of the perceived

advantages of the automated system over the ;,anual system is

the savings in time through a faster identification. One of

the difficulties in choosing levels for this factor sterns

from the lack of unclassi fied data and also the lack of

operational tests conducted at a threat level high enough to

simnulate the maximum wartime system load. The higher

(slower) limit for this factor was considered to be 112

seconds per track. This level is based on data reduced from

the CTS-ISS operational test at Eglin AF13 in day of 1984

[Preidis, 19851. The medium level was selected as 60

seconds, half the maximum allowable time. A low level of 1U

seconds was arbitrarily selected as a reasonable lower limit

on the processing speed of the CIS-ISS. These levels were

also compared against some operational test and evaluation

data on the CR1C performed in 1971 wiich showed an

identification time average of 65 seconds [CitC OT&E,

1971:851. The actual values used were input as the "first
p.

service time" within the SI1I.DAT input file for the modified
-. 4

TAI)Z model. The code reads these values as the means of

exponential distributions. Appendix D lists the roodness of

fit tests and results of the data reduction and distribution

analysis for several of the model inputs including the high

value of the identification time.
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.leas res of .Icr i t

inere were two reasures of meri t or performance selected

to evaluate the differ_ -ices between the various coribinations

of the input factors. The first measure of merit was the

numoer of hostiles that get through the air defense zone

without being engaged and "killed" by either the SA.I's or
41

fighters. The second measure was the number of fratricides

that occurred during each run of the simulation. These two

measures were deemed to capture the essence of what an

identification decision aid should bring to the tactical air

control system-- the ability to destroy more enemy aircraft

while destroying fewer of our own.

Analysis of Variance

With three factors at three levels each, the resultant

experiment was a 33 design requiring 27 simulation runs for

each replication desired. See Figure 101 for a three

diriensional representation of the 3x3 design. Since the

factor levels were not randomly picked, this analysis is a

fixed effects model and consequently the results cannot be

extrapolated outside the factor levels of the design

['vlontgomery, 1984:44].

Oue to the size of the experimental design, it was

decided to limit this initial experiment to only one

replication. This decision required an assumption that the

three way interaction was negligible in its contribution to
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explaining tae variance. An expanded "Tukey's additivity"

test was performed on both of the measures of merit to verify

the assumption of negligible three level interactions which

is required to justify the use of one replication in the

analysis of variance [K'irk, 1982:250-2531. The additive

model (no three level interaction) assumption was verified at

alpha levels ranging from 5 to 25 percent as sug;ested by

Ki rk.

The ANOVA for the number of successful penetrators is

contained in Table VIII. Note that for the first measure

(number of hostiles through), identification time and

accuracy were both significant at the 5 and 10 percent levels

indicating a definite contribution to the variance. The

capability factor was found to be insignificant at both 10

and 5 percent levels. A brief discussion of the effects of

each of the factors is presented below.

Accuracy. As the graphs in Appendix I) indicate, as the

accuracy of the system increases, the number of penetrators

that get through the air defense zone decreases. [his effect

of accuracy on the number of hostiles killed is intuitively

appealing. The more accurate the identification, the :-reater

the numnber of hostiles that should be killed. T[his is

because fewer hostile aircralt ret throu-;h the air defense

zone because they are miss-identified as friendly.

II) Time. Hlowever, the effect of identification time on

the first measure of merit was different than expected. 'The

'." 84
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'laule VIII. A'.,JJvA for 1Penetra tors ilroj ii

Varidte Sum of Degrees of iean F
Factor Squares Freedom Square Statistic

i: Illtime 2968.2 2 1484.1 2 2 . 3 8ab

c: Capability 12.6 2 6.3 0.10

' a: Accuracy 5936.8 2 2968.4 4.1.77 a b

ic 371.1 4 92.7 1. 10

- a 1362.2 4 340.2 5.14

ca 301.1 4 75.2 1.14

ica: Error 530.4 8 66.3

Total 52801.3 1

a = significant at 5% b = significant at 10%

number of hostiles through was less for the longer I) times!

Upon examining the mnodel outputs for net vork message flow, it

appeared that as the system processes rmiore and more detection

messages, the ,I&I section begins to backlog. l!owvever, the

system does not backlor forever. If the T'ADZ model deterinines

that normal message processing, (throu~gh the 1&l section) will

prevent penetrator prosecution, the model will allow the

, individual '0s to begin prosecution if that is the only -ieans
4

to prevent the penetrator from successfully penetrntin:; the

air defense zone. As the Il) time is extended, the backlog

occurs earlier and the system defaults sooner. As the model

defaults at an earlier time, the Cos begin to prosecute every
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penetrator within its operatinr area, thus aCcouJntinl for the

fewer successful penetrators. rhe default T:\DZ model

prosecution mode also does not resolve dual prosecution for

those Cos with overlapping coverage. The model reflects the

actual operational processes in this regard. The weapons

assignment section will not allow penetrators to exit the

system without prosecution just because of a backlog in the

movements and identification section.

'here is also some indicat ion that the use of speed of

identification as a factor may have leen a less than optimim

choice as a factor variable. Using time as a criteria for Ili

does not preserve the independence between the 11) time factor

and the tactical decision time for employment of assets.

Chapter VI contains a more detailed discussion of this point.

Capability. The level of the capability or percent of

unknowns was found to have no si:gnificant effect on the

model outputs. 'l'Te increase in the number of unknowns wi 1 I

cause an increase in the number of engagements required for

fighter interceptors and fewer engagements for the SA I sites.

A closer examination of the output data revealed that the

number of SA'A kiills remained constant over all factor levels

in the model. The numier of wasted assets would be the

sorties that engaged unknown friendly aircraft. Since only

10 percent of the penetrators are friendly and the number of

unknowns rannged fro:n 7 (320 x .02) to )2 (320 x .I ), the
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la le I\. OVA for Fratricide

Variate Sum of Le rees of lean F S.
Factor Squares Freedom Square Statistic

i: IDt iPe 8.296 2 4.148 0.61

c: Capability 7.629 2 3.814 0.56

a: Accuracy 235.185 2 117.592 17.26 a b

ic 22.370 4 5.592 0.82

ia 13.481 4 3.370 0.49

ca 8.148 4 2.037 0.30

ica: Error 54.518 8 6.814

Total 370.37 1

a = significant at 5'S b = significant at 10'o

number of penetrators on which to waste assets would vary

bet ween less than one (0.7) and just over three (3.2). rhis

ran,,e is over a small enough interval to have no significant

effect on the results. This would also tend to indicate that

the CIS-ISS would need to fail to identify 1Uo or more of the

penetrators for this factor to I)e si.;nificant.

Fratricide. The ANOVA results for the second measure

(fratricides) showed that the only sigrnificant factor

contributin. to the output measure was accuracy. rable IX

shows the ANOVA for fratricide with the accuracy

"significant" at both the 5 and 10 percent levels. This

result is explainable as the only friendlies that would be
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killed are the aircraft that are identified incorrectly as

hostiles. Since this result depends solely on the

identification accuracy (in this model), the results are as

expected.

Interaction graphs for both measures of merit were

constructed for all possible combinations of the three

[actors at all three levels. The significant graphs are

displayed in Figures 11 and 12. Figure 11 shows three graphs

with capability being held constant at one level for each of

the grapns. Note that as accuracy and time increase the

graphs decline to the right showing the previously mentioned

decline in the number of hostile penetrators making it

through the air defense zone. Figure 12, which has time held

constant for each graph, shows that as capability increase

for each level of accuracy there is little overall effect.

These graphs further describe the trends and results just

discussed. The remainder of the interaction graphs are found

in Appendix 1).

Sensitivity Analysis on Enemy Tactics

The initial analysis just described provided a basis for

choosing the combination of factors which were used for

modeling the CIS-ISS in the baseline scenario. l'he followin.;

factor levels were chosen to model the CIS-ISS. Accuracy was

set at the 99 percent level to maintain a zero fratricide

level. Capability was set at 98 percent and it 10 second li)

8
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t i e nas chosen is ttie f'tstest processin ti re. ,i th the

CIS-163 factor levels at these settings, the model was tested

for sensitivity to variations on enemy tactics as described

in the following paragraphs.

Reduced Number of Penetrators. The original scenario

used a total of 320 penetrators. This number was an upper

limit due to memory limitation of the TAI)Z model. This

liiitation will be further explained in Chapter VI. A

reduction of penetrators of 20 percent (256 vice 320) was

input and the results were compared to the original scenario.

A one way ANOVA, using a sample size of 10, indicated a

significant difference in means between the twao levels of

penetrators using the F statistic at the 10 percent level.

This difference was found to be statistically insiynificant

usin; the l)uncan multiple range test at the 5 and 10 percent

levels. The nat,,ral conclusion w.as that the number of

. penetrators did not change the results of the simulation.

Upon examining; the times of the penetrator kills, it was

found that the air defense system is most effective during

the start and end of the wave attack. In general, the

successful penetrators are the middle of the wave while the

, system is occupied with the start ef the wave. See Table

X for the actual test data results on variations of enemy

tactics.

'31
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;A i h t Size. Fite ori i naI scu.nario used -j cons tant

vailue of 4 aircraft per fligrht of penetrators. Spreading out

the total number of hostile aircraft by reducing the flig-h t

*size should make the air defense tasks more difficult. Th is

hypothesis was tested by reducin.7 the flight size to a

constant level of 2 aircraft. With the number of

replications set to 10, aone way ANOVAwasperformed to

* compare to the original scenario. The F test indicated a

s in if ican t d if ference i n cell means and the Dunca n tes t

con f irined t ha t t he small Ier fIigLh t s ize i ncreased t he number

o f host ilIes t hat "go t through"l the sys tem (a s hypo thtes ized)

table X showvs the pertinent statistics.

Spacingr of the Penetrators. '[he number of seconds

bet~veen the penetrator flights was also thought to effect the

performance of the air defense system. The original scenario

T'able X. Sensitivity on Enemy Tactics.

Scenario No. Tihrougih F-stat Duncan Test
l~i~t cCli T - S ig(n i f ? ir

Automated 38.0--------

Penetrators 3 6.9 Yes N~o
256

Spac in,; 58.6 Yes Yes
30 seconds

Fl i-ht S ize 49.0 Yes Yes
2 A/C

Path Routing 50.8 Yes Yes
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used a value of 15 second spfacinr I)ct.een individual

fli. hts. This was considered an upper lirit on compressin;

the arrival rate based on information from Soviet lilitary

Power, and Coyne's article in Air Force ',agazine [Soviet

"ilitary Power, 1985:103; Coyne, 1984:74). Ten replications

were run at a spacing of 30 seconds and the results were

compared to the original scenario using the one way ANUVA.

B)oth the F test and the Duncan test indicated a significant

increase in the number of hostiles that penetrated the air

defense zone when the spacing was increased. This result was

to be expected as the fighter assets were made to -work

"harder" when the penetrators were more spread out. Thus the

penetrators did not present such lucrative target clusters.

rhe actual statistical results are found in 'Fable X.

Penetrator Paths. The original scenario had 8 parallel

penetrator paths running througtl the IOU km ty 100 km air

defense zone. A more realistic tactic for the enemy vould be

to vary the routing of the paths to increase the difficulty

of the tracking and intercepts Ly tle air defense assets.

The paths were changed to reflect such a tactic and the ANOVA

was againi used to co itpare the results with the ori inal

rout i11;. See Figures 13 and 14 for a comparison of the two

scenario penetration paths. Both the F and lune.tn tests

indicated a significant increase in the number of penetrators

not killed when the paths were made more complex. Table

9 3
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lists the st:tistical results for this com'Jarison also. '11 ,

of the auove analyses essentially tested the :nodel's

sensitivity to the changes if) the eneimy's penetration

tact ies.

Sensitivity Analysis on Friendly Tactics

Several "friendly" tactics vere also evaluated using the

modified TAIDZ model. These tests are in addition to those

:ilready considered in the area of increased identification

. efficiency. These excursions include the command

configuration of the surface to air missiles and a variation

on the location of the CAP points for the air defense

fighters.

SAl Command Configuration. The original scenario had

the SAl's set up in a "square" configuration which permitted

two platoons at each of the four SA,. sites or batteries.

This configruration allows for only two si.aultaneous

intercepts at each site [Combined Arms Fundamentals,

1983 :5.12,5.27]. The "triad" configuration puts one more

platoon at each battery and therefore allow.s for three

simullaneous intercepts per site. While the actual number of

missiles or platoons were not changed, the number of

simultaneous intercepts was increased to three. 'ren

replications were run using the new configuration and the

results were compared to the oricginal scenario. Th e ANO V\

indicated a difference in the means and the Duncan test
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onfir.med tott the tri ld CoI fi ijr,it ion i: crQ:tstd the t i u:.Aer

of hostiles thtit successfully penetrated tie air defense

zone. See Table XI. V;hile examininy the model and its

outputs to understand the reason for the increase in ttie

number of successful penetrators, a si-nificant insi-gnt to

the functioning and iriplications of the model was brougrht to

l ight

fable Xl. Sensitivity on Friendly Tactics.

Scenario No. Through F-stat Duncan Test

('lean) Signi f? Sign i f?

Au toma ted 38.U ---- ----
4.

SA1 Config. 49.6 Yes Yes
(Tr i ad)

CAP Forward 42.3 No N/A
26 km

CAP Forward 41.3 No N/A
13 km

Since the model output had been closely examined under the

automated conditions, which were assumed to be the rost

stressful, it was felt that riven Ion:;er processing times the

riodel would continue to function as expected. 1'oaever, when

the TAPZ network was re-examined, it was found that when the

system sensed that a detection| message Nould be baeklo-.,ged by

normal reporting (up the chain through the .l&I section), tie

individual C~s were allowed to engage the penetrators. This
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aould only occur if such actions a, re tie oolly .etIhod to

prevent tte penetrator from exitin-; the air defense zone

without prosecution. Thus, as I- times ecre extended and

larger backlogs occurred, more and :nore penetrators Nere

attacked outri:Tht without the ID processing delay--

permitting fewer penetrators to escape. Thus the single

identification processor providing a I second average

processing time may be inadequate. Also, since the

uacklogged system can not execute as a total air defense

system, the system begins to prosecute each penetrator as it

enters each C0 s area of responsibility. In addition, since

the system operates in the default node, there is no dual

prosecution resolution for overlapping areas of

responsibility at the missile COs. Thus the SAVT sites are

only effective until the 2&l section backlogs and then the

additional server appears to cause increased conflict among

the prosecutors allo3 ing more penetrators to successfully

pass throurh the air defense zone.

CAP Location. The base-line scenario had the CAP's

located approximately in the center of their assigned areas

or zones (see Figure 15). ooving these locations to a more

forvard location was hypothesized to improve the fighters'

ability to engage and kill the incomin- penetrators. The CAP

locations were moved forvard 26 kilometers (penetrator speed

times the additional ID) processing time). rhe CNP posi tions
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.,er . lso test *. .  at I J . I) Pt e o t rrId ( h,t I f th I.'c

.1ji i s t - !ce) :i o r os in r i , v n u ri) r of c pne t r at o rs, o r

ton runs, through 4as not stat istcil ly different from the

manual or automated system. Tnese outputs are also included

in 'rTable XI.

The Ilesearcn K',ucst ion

Rlecall that the n ain purpose for this effort a as to

determine a range of optimal response rates to model the

automated identification feature, specifically CIS-ISS. In

addition, a comparison betw,,een the automated ind manual

systems was also proposed. The analysis thus far has

evaluated an automated system based on the measures of

accuracy, capability, and identification time. The question

remains: does this projected automated system (CIS-ISS) do a

better job tnan the current (manual) system? Fable XII lists

the factor levels to be used in this comparison.

Table XI I. Comparison Factors.

CIS-ISS ,,anua l

Factor

(a pa b i I i t y 2

Accu racy 9916 9 U L

I) Time 10 sec 112 sec

1...
1loll

C' _
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Usin r ilcox's iethoJ, mentioned earlier in r..napter 2.

the two systems aere coapared [vvilcox, 1985:45-541. 0sin

an initial 10 runs for the manual system, a mean of 35.6

hostile penetrators made it through the air defense zone.

This is 12.36% of the total number of hostiles (35.6 I

(3"20*.9U)) available. It was hypothesized that if the CIS-ISS

could reduce the percentage to 6' (half the manual) the

system would be selected over the manual system. If t te

automated system was not as good as the manual system we

would prefer the manual, and we :would be indifferent for any

performance between these two values. Specifically, select

manual if the number through is greater than 36 (35.6) and

select the automated if the number is less than 17 (17.28).

If the number is between 17 and 36 the decision maker would

be indifferent to the new system and would remain vith the

standard. Thus d* = 9.5, and the midpoint of the

indifference zone is 26.5. If the final automated mean minus

the manual mean is less than d* the test says to select the

manual system, and if the difference is greater than d*

select the automated system.

Using the initial number of runs as 10, the mcan of the

automated system is :18 and the manual is 35.3 with sample

variances of 4 and 7.305. 'he 'h' value for a probabil i ty of

950 correct decision is 2.61 [vi Icox, 1985:47]. The

calculated numbner of samples needed is 1U and 10.21 for

automated and manual respectively. The formulas used to
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calculate the nur;)er of sarl)Ies are listed ielo.v. 4,a is the

number of runs required for the automated systems. IF] is ttie

number of runs required for the manual system.

Na = max [10, (2.61/9.5 )2"(4) 2 ]

N a  = max [10, 2.6]

N1 max [ 10, (2.61/9.5) 2 *(7.805) 2 ]

Nm  = max [10, 10.211

Therefore an additional sample was taken for the manual

sys tem and the new mean was 35.8. Since the di fference was

less than 9.5 (38 - 35.8 = 2.2), this test indicates that we

should not select the automated system (as modeled).

Summary

This chapter has described the analysis of the results

from the experimental design. Vhile in some instances, the

results were not as expected, they were understandable upon

closer examination. The final analysis showed that a single

I) processor as modeled is not adequate for identification

purposes. Due to the baeklog that occurs in both the

automated and manual systems there were no significant

operational differences between tie two systems as modeled.

In addition, the model sensitive to the enemy tactics

employed while indifferent to the friendly tactics employed.
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.1 ~Chapt e r V I w i I I contIa i n a 'or 1 o f S 'yo f til e hes i s, a

restatement of the conclusions and include the autnors'

recommendations and sug-restions for further Study.
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VI. Conclusions and ;tecornmendaations

6 u inra r y

In order to provide a framework for the conclusions and

recommendations contained in this final chapter, a summary of

the purpose, assumptions, scenario and the methodolog7y will

be presented.

Purpose. The goal of this thesis was to examine the

range of working parameters required in the combat

identification system - indirect subsystem (CIS-ISS) to

prevent backlogs under simulated combat conditions in the

control and reporting center (CRlC). The model was analyzed

to investigate the interactions between the different

parameters used in the CIS-ISS.

Assumptions. Three major assumptions wiere used i n

modeling the CIS-ISS:

1. the identificationl sensor and supportinI radars were
collocated with approximately tne sanie coverage.

2. the identification function ,vould remain at the CRC
movement and identification section (a nan in the loop)
w ith cent ralIi zed i npu ts f rom all othter radars and
identi fication sensors.

3. the most stressful test of the CIS-ISS would oe the
employment of the TAGS using a central European type
scena r i o.

Scenario. The simulated test environment was a CtC

using three CAP points using three squadrons of F-15s. The
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('K" moilce.l co:troled 4 ,!aw.< batteries .it n a total of 72 ," iss i le

ready to fire. Phe threat consisted of 320 penetrators flying

in flighIts of 4 with 10 second spacinr. The penetrators

arrived along 8 separate paths. ren percent of the penetrators

were identified friendly and the remaining ones were hostile.

See Fit-ure 16 for a representation of the modeled air defense

zone.

lethodology. Simulation was selected to test the

paravieters for the CIS-ISS. The simulation model used Yas

the transient air defense zone (TADZ) model provided by

Forei n Technology Division (Fl)). It was modified to use

identification codes, conduct identification intercepts and

to selectively not prosecute penetrators based on the

identification codes. Three parameters were used to model

tne CIS-ISS: capability (the percent of unknowns), accuracy

(percent correct), and time to identify (how lon;r the

identification process takes). The three parameters were

each tested at three factor levels and a 33 analysis of

variance test was performed. Tao measures of rierit were

used, total number of successful penetrators throu.r the air

defense zone and number of friendlies destroyed (fratricide).

The analysis of variance (,NGOVA) showcd tnat the

sirnificant factors for the first measure of merit, the

number of successful penetrators, were accuracy and

identification time. Capability was not significant at the
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levels tested due to the small nJi.ber of friendly znkn-.:ns

-nodeled in the scenario. Accuracy ,,as a si ;ni ficant factor

and as accuracy increased, the total nJmt)er of successful

penetrators and fratricides decrebsed. Identification time

(ID) time w.-as also significant. lowever, the effect was the

opposite of what was anticipated. The number of successful

penetrators decreased as ID time increased. 11) time was not

significant for fratricides.

Sensitivity tests conducted on variations in the

penetration tactics were all significant indicating that the

model is sensitive to changes in spacing between flights,

size of the flights, and the paths flown. For this reason

the conclusions presented are dependent on the scenario

tested and should not be extrapolated beyond the threat

tested in the model. Sensitivity tests on friendly tactics

shoved that the model was insensitive to changes in the

comoat air patrol (CAP) locations (forward positions) and

sensitive to the number of simultaneous surface to air

missile (S\',) intercepts. The greater the number of

simultaneous intercepts allowed, the worse the system as a

whole performed.

Conclusions

An analysis of theCIS-ISS/CRCas nodeled led to the

following two conclusions. First, the single centralized

CIS-ISS processor desired by the operational users may not be
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tealsi;)e. Seconlj , tne use of "time to 11)" as At,

oper:.it i onl I parameter nay not oc an adequate ieasure. i'ncse

t.o poiits v ill be discussed in the follo in par-graphs.

CIS-ISS Jverload. Tre examination of model output

sho.ied that tne reason for the opposite effect of Il) time was

because the identification processor was creating a backlo--'

in message processing within the C71C. Vhen the modeled CIS-

ISS begins to backlo , rather than let Denetrators throu;h

without processing, the CRC defaults to an 'autonomous :node'

where each Ilawk site and CAP point attempts to prosecute

every penetrator within its assigned area of responsibility

without awaiting an identification code. The longer the 11)

times, the sooner the system went into the default mode. The

quicker the system enters the 'autonomous mode' the more

penetrators are destroyed. In the autonomous mode, dual

engagement of the same penetrator by two different SAs or

fi .hters iay occur. i'hus an increase in number of prosecutor

servers causes poorer performance (more dual conflicts).

Even at the fastest processin- time :iodeled for the CIS-

ISS ( IU seconds per Ii)) the system backlogs. The CIS-ISS, as

modeleJ with a single central processor, can not liandle the

threat load presented. An simple queueing analysis of the arrival

and service times also indicated the (CIS-ISS would iacklor.

A simplified queuing system of the thesis scenario can iue

visualized as shown in Figure 17. Several assumptions were

made reduce the system to this simple queuing system. First,

I U 6
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the ei rht penetrator paths v*ere assume~i to presenlt a s i nirl

(I u e u or cus to ier pop.i I a t i on. \ssurii n; tha t the .I S- IS3

-jo ulId identify tne penetrator flighits as a whlole rather than

as individual aircraft, the number of tracks or customners is

reduced to 80 arrivals over a t ime span of approximnately 2.5

m minu tes. rhis assumption yields an arrival rate, X , of one

penetrator every 2 seconds. 111K ing the assumptt ion that t he

CIS-ISS is a single server with a service time,# , of oie

every IU seconds, the utilization factor,p for this

queuing systetn would equal 5 (1U divided by 2). A~n intuitive

* conclusion at this point would1 indicate that this system

* cannot possibly wNork when the customers are arriving 5 times

faster than they can be served. In analytical terms, such a

* ~ .iueu i n systeim cannot reach "steady state" unless the

*utilization factor is less than one [11illier and Lieberman.

1960O:4171.

In order to follow through with some simple analytical

* calculations, several further adjustments would have to ue

na dec. Two solutions iire immiediately evident. The first

m #o uId b e t o t o i n s ist o n a C I S- ISS s erv i ce ti ;ne of rmnu ch l e ss

t h an 101 scc o n ds, a m in i mir-n val Iu e o f 1 .75 s e co nds w oul Id b e

*requ ired for the s i1)i rie(l system ment ioned earl ier. A two

second response tiine identification response rate does n ot

siee;n feasible, especialIly wi th the requi rement for a man "in

the loop." Tro verify that a one second response rate wou I d

110i
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eas e tre oeI -,is rn ..-Ii th it one second I SS respofs2

time. At the faster response rate the l&l section did not
V.

backlog. lHowever, a baCKlog did occur in the weapons .

assignment section for the selection of air defense assets

(SAIs). It should be noted that tile tiine used to model tne

decision time for the SAls (56 seconds) was based on the

Eglin test data (a limited scenario) and may not be a valid

response time for a hi rher threat environment.

A second approach to enaule an increased CIS-ISS

resoonse rate would be to increase the number of servers to

effectively decrease the averae service time of the system.

In the scenario described in this study, installin,; the CIS-

ISS at each radar site yvould approach the required number of

servers. Th is distributed C IS-ISS " roposal would require the

user to develop a change in the operational concept for a sin-le

centralized air space manager responsible for identification.

he success of both of the previoulsy mentioned solutions,

one second response time and multiple servers, are predicated

on reducin; the utilization factor to less than one. 0:'

Phe arrival rate in the used in the model has ocen

dictated !)y what the authors believe to be a reasonable

".orst case" scenario derived from the unclassi fied,"

literature. Perhaps ;i si:nl)ole study usin,,r the actual

intelligence estimates of the threat would resolve the issue

of nhether or not the CIS-ISS (an keel) up wi th the expected

load in an actual conflict. This simple queuin analysis, ii

N.-
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even t1ou.rh It a cursory Icvfl does provide ins ilnt i ri t

this I)acklog proulem. The Ut il izat ion rate of the "svste'i" 1

as a tihole must be reduced to increase the efficiency of thie

system. 'he central single processor for the CIS-ISS

cannot "do the job" in the envi ronment in w))icn i t .ji I I be

expected to perform - as it was :iodcled in this tnesis.

I1 Fif-e as a Factor. Ine use of identification

processing, speed as a CIS-ISS parameter ,:iiy not oe valid. It

may not preserve the indep-ndence b)et.cen tactical decisions

to employ assets and the time to identify the penetrators.

Tis same point was made by .lajor ;less (German Air Force

[K'AF], llrockzetel), a master controller--the equivalent of a

Wv.Y)/Scnior l~irector in the TACS. lajor Hess su;,ested that

in a combat situation, the amount of time (per se)
needed to accomplish an II) was a less valid .leasure

than the ability to have an unknown aircraft identified

before it flew out of the effective enra-ement zone of a

weapons system (e.',., surface-to-are missiles). ThC

infredients contained in the measure aIllude to the

interrelationship between parameters inside/outside the

system boundaries that must be considered when (ealing

with neasures of sy!tem performance. Straight rieasures

of timeliness/accuracy appear meaningless unless woven

into the context of inte;rated air defense operations.

[Preidis and Spaeth, 1985:3]"

;'econmendi t i oYns

l)istri buted CIS- ISS. L)ue to the saturn t ion of the ('IS-

I SS as modeled, it is recommended that a further study t)e

conducted to model a effect of a distributed identification

function at each CIS-ISS sensor verses the central processor

112



I kr by th Zi);eI it ion1)I S,ase .rs he ,S tJ ' S:o1 U I Sc K to

analyze tne benel'its and trade-offs to iistrilb)ut in, the

identificition process verses the current state d operationli

requirements for a centralized confi,.uration.

Ex'panded 'est [n ta. The distributions and times Lse d in

this study ere based on limited sample data from a sim;)Ie

scenario e:.iployed in the 'lay 1985 E lin test. \ddi t ional

analysis on the more expanded tests conducted in Europe

' should be used to test and validate the assumptions on the

distributions used in this ,;odel.

Selective Prosecution. A study should be conducted

ising a selective prosecution based on identification of

aircraft type and mission. For example, what benefits cain be

derived from p)rosecuting ground attack aircraft while

not prosecuting hostile penetrating air-to-air fighters?

P evievw the ',ADZ/SLA.1 !Model. luring the process of

modifying; TADZ to implement the Changes required, several

protlems ,.ere encountered in trying to compi le and link the

provided source code. In particular the original simulation

I an.;ut;e for alternaative -.iodelinfr (SLAi) source code p)rovided

could not be recompiled and linked without errors. Ihile the

Seompi il SLA I object file did execute satisfactorly with the

:.idj fied J'AOZ object file, occasional unexplainable runtime

errors did occur. Since the I'AI)Z code did reluire coijlete

recomlpilat ion to run on the V.\/V .S 11-785 (the code was

devel oped on a VA\/V!;I S 1 1 -780), i t is no t known whe tner the

113
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)1)~la L~to t ii lar,,e Ss st c i op r ; Lin; r rcjIu i r'2'-ic its

t hi t a pp r o~ic tes t he s ys te m I i:i i ts fo r zi VA.\ 11 -733 ) , t iie

di I'forences tbet;,-eeii the co;:ipu ter sys tefis or poss i:) le codi n

p rotI c -is. Tinis issue should !)e resolved to 'iainta in the

val idi ty of tae TAOZY/ model ;ind i ts docu-ionta t ion i n future

ajpp i ICalt ions.
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APPENDIX A: TIADZ CODE CHANGES

This ammendix contains the ch1-anged FORTPAN1 Eur' t:ies

that reauire modification and recommiled. The aoRTu_1aL r:_nz.eSS

-therm comments to e',plain tn-e code changes. E-=m the

chances to SERYVTIE.FO: which :an -e ZOLtnd in- t".e -

LIERF. FOR. all2 reoauire the addi tion o-F the n

the common block definitlons. The only :-hange to EEF.E

t o chan-e the first servic:e t-.,fne -z-om -4L. -un-r- ~ n

A2fter the code chances !hav --een made to th5E!79V~

the individwal routines need to te recomzied r"

obiect litrari.es pnrcvided on the -D 4t;: .

3.c~c I-Shed u.sing the "RC ;ru' :>.mz

ccornmfr. r. -a r_- al 1ct he r c -m m;A rda s T)emtIne 7 IE i

.4. r- 4-hCtm rLJ ! ZN M' ilI, M or ' a r :

A+ftSr all the9 chanMEd T7L _ 7?!>::~ ~r

- - ,~... ..- - -

new.

* ~~~ ned .~-~ ~ T: a* :~

L:'' E

C _1

:c-n~>3FJ,



F'ENINT.FO:R (Pa'Rge A-4, T he J-d e mti c a t i mr r 7 L, a t 1t~

=rntained at the end cf this tile are :UM~l at].Ve

prbai1te.The aCtUal prcbabilities~ ::=de (.i :l

Eig 'F', ?z *an be fOund- by taki ng the rne betiqeen the

SLIC~eSS1i.e =robabilities.

SHORTFIcEE.FCR and Lr,-nRF-IR-E. FOrj~ I(Face:r z n-z-

he s -ct e =h a nges a r-e e- IaiJ.n red in C I" s-r av m, e * :

lociza and staght forward .

CCMAiTCH. PCR (Fage T-C It shCL11- tE? -M'eMez tat

=h ancge : n the nmtmber of CUE I Fi will r~equl:- ra Ieomc:' tic ' of

the e in this +i!2. In adiinthe =r '- =ratcm

data -:esASSUMes that all1 ±'h 4- r s -z; ar -:R t c 4-s ~n

the tiata R.eCLtion -file (CASE.DAT).

UEERF. FOR (Pace A-76) This -4i4le :Actuali ota7s

=aearae s'~otn USEFF and SERVICE-ME 7I' t-eP,-

Eie :EIE TF.I % t he 1, tj I r, 2 - e -- I te :2n7 9 -

' ng -2 r- i r tred :s to :na -e t he -ZE ZC~~ IE rM

a IJ Md: st r in t-LT;O. to= anm E1K;:CN EN :.'1L

-'t ha= been -om auoot art : 1 : 12 t 1 :e.

Ths a--- 1-i i -=s use2d I.re > t L4

orn a n -ert : oa: e.
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0 T4IS CO:ON BLOY MUST ;CLL2W AFTER 'PARAET;VP.OL' 1

Oz 'WAT FILE 7DN'AINS THE DEFINTI2N OF THE VALUE FOR
c MAX NUM PENETRAT26PSc

CIMMON /P!DTAB/PEN - DENT{ MAX NUMN PENE'PATOPS)

* PREAL PEN-MDNT

C ENETRAT:R IOENTITY ETATU-S !APLE

OI UNKNOWN HCSTILE
* - UNKNOWN FRIENDLY

£ Z HOSTILE HOSTILE
*-4 HOSTILE FRIENDLY
* ~FRIENDLY HOSTILE

6 FRIENDLY cR!ENDLY
c 7 DELIBERATE NONE PROSECUTIOCN

*3 - cRIENDLY ORISINAL '.NKNOWN

9r



C P5NINT

C 'PENINT' INITIALIZES THE PENETRATOR TABLES FOR USE IN 'HE DYNAMIC
SEES1ENT ]c THE ZI.'LATTON.

CCl

C .LHAE 'CO ARMEERC',I

I j

-. .11CL'J:D E D2C0: P~E . '

:N:LUDE ' :MPENTAF.IC

INCLUDE 'DMOEVENTS.!NC'

C$ C'.MMON Mr~K ADDED FCR ID FEATUPE

!N~Cl,.,E ? 5V : ,ENIDENT .,NMc

C 111111MIMMISS: EXTEFNAL Cl.NCTID NS R EFERE~nDtu n w o

REAL ENTRY T!4E
*C T:ME A FENETRATF: ENTERS THE FE1N NF :c:;j T ILITy F

N:.STE NE.

C):? F 'NCTI:N ADDED RCR :D FEATU.RE

PEAL -NF:"
L 4r :"'W T- 2E.-TEE~ D

2c -:P

C CD -:r :NEX

- :bE~~D 7 ,-.

Ivc 1T::: All



LCE!CAL FOUND

C HAS THAT TYPE OF FENETRATICR ALREADY BEEN SEEN AL:NG THIS PATH?

CM: ADDED FOR !D FEATURE

*REAL !D PND VAR
-;tARIABLE TO USE WITH ID CODE

C w :::tsw*EXECUTABLE CODE w wm w w

*C FOP ALL PATHE. ZERA 2UT THE NUMBER OF PcENETPATRP TYPES

-'T~E OR-oATH (! 1 =
DO 4.~ X IUM PEI TYPES

TvpES 'FOR PATH(I.J)=O
ENDO

C .EPOCUT TwE PENETPAT:R T ABLE

"0 AX NU0 PENETRATORS
OOJ I. NUM -EN TABLE ENTR!ES

PEN TABLE IT. 1) = .M
ENDOO

END DE

*C INIT!AL':E THE PENETPATCR TABLE. AND CETAEL:SH TH.E MLCK PATHPEN.
01.HH STORES ALL TYPEE IF PENETRATORS THAT 4~Y MME DOWN A SIVEN PATH.

Dc: NUOPEN

PEN TABLE IT. EXISTENCE) TU

110. TABLE I. PENETPATOR TYPE) =PEN 'YO (I)

PEN TABLE I!. PENETFATCRP AT' ) =PEN ATH f!)
CC~j TAB' E !,, zV c'rnv' = CNV TT!M,. "2 1

S E Tr F. NTY T I "I I .S SET TO THE TI!!E OF TH E FIRST EVENT :N
E : cEC -'R'S EVENT :ALENDAR, WHICHu :s TyPICALLY EN!RY :NTO

*~C4 C :AEAP :VEPA'E ::E

N E I ~U ~E AF ~ ~ T: '-CN



4z -.

4w

,C POSSIBLY ADD TO THE LIST F PENETRAT'R TYPES ALONG A 3IVEN PATH.

CURRPATH = PEN-PATH (I)
:URRTYPE = PEN TYP (1)
FOUND = .FALSE.
IF (N.TYPES.FCF PATH (CURRPATH) .5T. 0) THEN

DO J = 1. N TYPES FOR PATH (CURR PATH)

IF (TYPESCFORPATH (CURRPATH, J) .ED.
1 CURRTYPE) THEN

FOUND = .TRUE.
END IF

ENDDO
ENDIF
IF (.NOT. FOUND) THEN

NTYPESFOR PATH (CURR.PATH)
1 N TYPES FOR PATd (CUPP PATH) I

TYPESFOR PATH (CURRPATH, N TYPES FOR PATH
I (CURRPATH)) CURR.TYPE

ENDIF

C CLEAR EOM TABLES

DO J = 1. MAX JAMMED SITES
DEN ECM (I. J) = 0

ENDDO

ENDDO
I.
-. CI1 CODE ADDED TO INITIALIZE THE PENETRATOR ID CODES

C
DO I = 1. MAXNUNPENETRATORS

ID RNDVAR = UNFRM(0..1.,5)

IF (ID.PND VAR .LE. 0.018) THEN
PEN IDENTIl) = I

* ELSEIF (ID PND VAR .LE. 0.02) THEN
DEN IDENT(I) : 2

ELSE? ID RHO VAR LE. 0.OO0S) THEN
rEN.IDENT(Il) 3

ELSEIF I:D NDVAR LE. AP .9416) THEN
DEN IDENTCI) = 4

ELSEIF ID RND VAR ..E, f}rC€I8) THEN
SEN DETI) :5

ELSE? E O" D VAR .LE. !O) THEN
D3rkI !DENT(11)

ENDIF

- ENrrC



RETURN
END

."4

"- . . . . .



CCrCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC CCCCCC

C SHORT-FIRE
C
C SUBROUTINE 'SHORT-FIRE' SIMULATES THE SHORT RANGE PORTION OF

THE MISSION.

C ALPHATECH. INC.
4 AIR FORCE CONTRACT F33657-B1-C-2150
C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

S1BROUTINE CHORT CTIFE (TINE, PEN. CDI?. PACKED UCLASS. UITEN,
& SUBFREg, N-NEF-REC, NEW MODEL-REQ,

*& NE-F-REO,NEW-SU-FREA,TNEW-FRED)

a. IMPLICITi NONE

C U U U U U U INCLUDE COMMON BLOCKS : w s n m u a

I NCLUDE 'DCO:lPARANETER.DIM'
INCLUDE 'DCO:EYECUTIVE.DIN'

I IN CLUD"lE 'DCO:STATUJSNAM.DIN,'
;NCLUDE 'OCO :COINIT.PRN'
INCLUDE 'DCO:PENSI.PRM'
IlNCLUDE 'DlCO:WEPARA.PRN'
INCLUDE 'DCQ:COUNIT.INC'
INCLUDE 'DCO:PENS.INC'

rLtt ZLmMCN BLCCK ADDED FOR ID FEATURE

I NP irl 'CO: PEN IDENT. TINC'I

*UW~~uU*UW INPUT VARIABLE D.EFINITIrE t:t ::ts:::t:

REAL TINME
) C CURRENT TIME

INTESrER OEM
PENETRATOR NUMBER

INTESEP L IP
-. NDEX

-. UNIT C L A S
INTES5ER UI11TE M

'NIT ITEM INDEX
INT7E EUB C;E

C^,UB FUNCTIO71N pElUETZ- I"ENTIFIER

INTES-ER N NEW F REO
.N)UMBER OF SUBjSEQUENCT FUNCTIO'N REQES

il t E.ER NEW NCDVEL FEO(cMAX INTEFFACE -TE

I NW MODE R EQIU ES2,TS
/ INTESR NEW ?E24NX :NTEF.FACE SIZE!



- THE NEW FUNCTION REQUESTS
INTEGER NEWSUBF.REQOMAX INTERFACE.SIZE)

- THE NEW SUBFUNCTION REQUESTS
REAL T.NEW.FREO(MAXiNTERFACE.SIZE)

C THE SCHEDULING TINE OF THE NEW FUNCTION REQUEST
C
C muwnusmmni: LOCAL VARIABLE DEFINITIONS I$$111I11t 111551

CHARACTERI4 REPORT
0 STATUS ON SHOTS TAKEN BY PROSECUTOR

REAL TNEXT
NEXT ITERATION T,E

REAL p SPEED

CPENETRATOR SPEED
CHARACTERPH STATUS

C MISSION STATUS AT OUTPUT
REAL VCRUISE

- CRUISE SPEED
REAL TURN

C UNIT TURN RATE
REAL FUEL TO EASE

- FUEL NEEDED TO SET TO BASE
REAL RESID FUEL

C RESIDUAL FUEL
REAL URN

- UNIFORM RANDOM NUMBER
REAL T ORIENT

ORIENTATION TIME
REAL RANGE

- INTERCEPT RANGE
REAL ASPECT

- ASPECT ANGLE
REAL VWH

- WARHEAD SPEED
REAL PK

C KILL PROBABILITY
REAL DIST

DISTANCE TO BASE

PEEETRATAR -- NEVER USED HERE

REAL .... c

* - uNT POSITIO

PENETRATR TvPE
"W3E UNPF.CK''E D UELAS
-UIN, YPE INDEX

LOGICAL 0EN', F:RE
- ENETRAT:h FIRE CLAG

L:51AL WEAPCN OUND
-.D WARHEAD L]CATE A WEAPON?

LO.GICAL NONE
WEAPONS USED L
JF-A

I; ; * % < <? ; : - ' ," .. .-: : --'' , "'"4/ .-- " .-., , "-"-""'",- -""" ,'", -



LOGICAL KILL
SUCCESSFUL KILL FLAG

REAL TEXERI
C TIME OF PENETRATOR GEOGRAPHIC EXIT FROM THE RESIEN

:HARACTERI (UNIT CLASS STRING LENGTH) P UCLASS STRING
C THE TEXT -ORN OF UNIT CLASS

C w$$1wsglm EXTERNAL FUNCTIONS REFERENCED *::ais$s:*:$1u

REAL UNFRM
• RETURNS UNIFORM RANDOM VARIABLE

REAL FENKILL
-'EThRNS PENET.AT.R KILL

REAL NEAREST BASE
RETURNS NEAREST BASE DISTANCE

INTEGER P TYPE
-J RETURNS PENETRATOR TYPE

REAL EXIT TIME
" I THE EXIT FROM A REGION FUNCTION

L:5IrL . TRACE ON
- TRACE ON FLAG

CHAFACTERI3: DESCRIBE STATUS
nNVERTS INTERNAL STATUS INTO STRING FOR OUTPUT

CHAF.ACTERS(UN!T CLASS STRING LENGTH) UNIT CLASS STRING
THE FUNCTION THAT ASSIGNS P UCLASS STRING

C
C $1111111{IIIIgiiii$III$I EXECUTABLE CODE *:gI$ mss:5551515555115

D IF TRACE ON ) THEN
0 W iT RACEFILE. 1)WRITE 1 1. ' '

D WRITE 'TRACEFILE, 1) 'I!PUT VARIABLES FE-F, SUIBRUTIlE
0 + 'SHORT FIRE'
D WRITE ITRACEFILE. $) 'TINE',TI.E
D WRITE TRACEFLE. 1) 'PENETRATDR'.PEN
D WRITE EFILE. i) 'CURRENT CO',C4 0IP
I P-'.LASS STRING UNIT "LASS STRING(OIF.R ACKED_ ULASS,
D + PACKED)

WRITE .TRACEFIE, 1 'UNIT 7LASS'. PUCLASSSTRING,
D + 'UNIT ITEM',UITEM
0 ENDIF

TE: R!-T=;I EE. C .
REF:RT:N]NE ST"ATjS
UNPACKED U..CLASS •CO U.NIT TYPES 'rCI', ,ACKED ,,U CLA.

C SET FENETRATOr- TYPE

pr,,o : r."',.,( 0 ,=N)

C SET 'URPI RATE

- TURN TRN :ATE u$ACvE7 UCLASS

A-1i
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C SET SPEED

VCPUISE =CRUISE SPEED (UNPACKED UCLASS)
C

* C SET POSITION

CAL! UNIT KI NEN(TIME.C"OIPPACKED-UCLASS.UITEMUPOS)
DIST =NEAREST BASEtCOIPUPOS)
FUEL TO BASE =DIST/VCRUISE

*. ~PES10 FUEL = !FUEL TO BASE 4. PIITURN) I
*+ CRUISE TO.FIEHI UNPACKED U CLAES)

C REPORT RESULTS SO FAR IF TRACE IS ACTIVATED

0 IF (TRACE-ON 0l) THEN
3 WRITE (TRALEFILE. 1) 'PENETRATOR TYPE'.PTYP
D WRITE (TRACEFILE, 1) 'F! CRUISE SPEED'. VCRUISE
O WRITE (TRACEFILE, t) 'UNIT POSITION',UPOS
O WRITE (TFACEFILE, 1) 'DIET TO BASE',DIST
O WRITE (TWAEFILE. U) 'FUEL TO BASE',FUEL-TOBASE
D WRITE (TRACEFILE. t) 'RESIDUAL FUEL',RESID FUEL
0 ENDIF

* C
C ET -EFE"ENCE

CALL SET PEF(TIME. UpOS.roIp.PACKED-UCLASS.,UITEM)

9 Ctl BEFCRE ALLCW NS FOR ATTRITION DETERMINE IF UNKNWOWN
C:t INTERCEPTS ARE FRIENDLY OR HOSTILE
CIS$ CODE ADDED F OR IDENTIFICATION INTERCEPT

C~lt IF UNKNOWN FRIENDLY THEN SET STATU.S TO
:111s MISS STATU.S 7O FREE CO AND CHANGE ID TO
C~lt CODE fgS TO PREVENT FUTURPE PROSECUTION

IF ' PEN IDENT (PEN) ... THEN
TXT 2TIN

~ *STATUE MIESSTATUS9
PEN IDENT(PEW = B

EC I F

CIS$ END CODFR IENTIFIATI!ON iNTE-rEPT

C ACCUNT FCP ;TT!TON

URN
IF ?(URN .GT. 0.5) THEN

PEN FIRE 2 TPUE.

PEN FIRE =.'ALSE.

A 6i4 r
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ENDIF

C PENETRATOR FIRES FIRST

IF (PEN FIRE) THEN
PK PEN -KILL(PTYP.'JNPACKED UCLASS)
CALL SIN ENE(PK.KILL)

D IF (TRACE ON 0) THEN
D WRITE (TRACEFILE, 'PENETRATOR FIRING FIRST AT Fl'
D WRITE (TRACEFILE, V 'PK'SPK

£ D WRITE (TRACEFILE, V 'FI KILLEDI'l KILL
0 ENDIF

I F 'K THE.N
CALL WEA -DEAD(TIMEC OIPI PACKEDUCLASS.,UITE )
TNEXT TIME
IF (UNIT-STAT VCIP, PACKED UCLASS, UITEN)

+ .EQ. UNIT DEAD STATUS) THEN
STATUS =UNIT DEAD STATUS
5O TO 200

ENDIF
SNOWF

ENDIF

c FI ATTACKS

REPERT! FIRE STATUS
RANGE =0

C CCMPUTE ASPECT ANGLE

ASPECT =UNFRN (O..PI,5)

C GET WARHEAD AND SIMULATE ENGAGEMENT OUTCOM.E

CALL WAHEAD 1(C0IP. PACKED-'CLASS, JI TEM, PTYP. RANE, ASPECT,
+ .TRUE., VWH. PK, WEAPON-FOUND, NONE)

IF (.NOT. WEAPCN FOUND) THEN
ARITE (ERRCR cILE, 1) 'ERROR IN EHORT FIRE'
WRITE tEFROP :ILE. U) "AARPEAD DID NOT L:CATE A 'OEAPON'
:ALL '-ERR !rATAL)

END IF

C l .UT n.F 'E0PrNS. THEN RETUF:N TO ?ASE

IF;NONE) TWEN
UNIT STAT(COIP,PACKE: CASUT~' EASE STATUS

END IF

CALL FIM ENG!PK.KILL)
D IF (TRACE I2N f)) THEN

OWRITE TrPACEFILE. V A~ .TTACKS'



D WRITE (TRACEFILE. C 'WARHEAD SPEED', VWH
D WRITE (TRACEFILE, $) 'SALVO PK'.PK
D WRITE (TRACEFILE, S) 'PENETRATOR KILLED?'. KILL
D WRITE (TRACEFILE. 1) 'WEAPONS DEPLETED'., NONE
D ENDIF

* C
C PENETRATOR DEOTROYED

IF (KILL) THEN

TNEXT TIME

ETATUS DEAD-STATUS
GO T1 00

C IF MISSED CHECK FUEL AND UPDATE DESTINATION
C

ELSE IF (FUEL.R(COIP,PACKEDUCLASS,UITEM) .5E. RESID FUEL) THEN

C IF 40 WEAPDNS SEND TO BASE

IF (NONE) THEN
0 IF (TRACE-ON 0) THEN
0 WRITE (TRACEFILE, 8) 'FI OUT OF WEAPONS. ',

D + 'RETURN TO BASE'
D ENDIF

TNEXT = T!ME
STATUS = BASE STATUS
UNIT STAT(COIP,PACKED.UCLASS.UITEM)= BASE-STATUS
SO TO 200

ENDIF

C CHE7(K PENETRATOR SPEED

PSPEED = PEN_SFEED(PEN.TYP(PEN))
C
C INFEASIBLE

IF P EPEED .GT. DASH SPEEDIUNPACKEDUCLASS)) THEN
TNEXT = TIME

STATUS = MISS-STATUS
30 TM 200

EN DI

C FEASIBLE FOR REENGAGEMENT

STATUS = SHORT STATUS

C CCMPUTE ORIENTATION TIME

URN = UNFRPMO..PI,!)
'-ORIENT URN/TJRN

~ ~i . .~* *- * * .~ * - *.. ** ~ Ax.:..:~



C SET UNIT AT PENETRATOR

TNEXT zTIME + T-ORIENT
CALL PEN KINEM(TNEXTqPEN.UPOSqJUNK-PVEL)

C UPDATE DESTINATION
C

CALL SET DES(TNEXTUPOS.COIP,PACKEDUCLASS.UITEN)

C NOT ENOUGH FUEL TO REENGAGE

ELSE

C SET UP THE CONTROLLER RELEASE AND RETURN TO BASE

TNEXT = TIME
* UNIT STAT (COiP. PAC.:EDUCLASS, UITEN4): BASE-STATUS

STATUS =BASE-STATUS
* SO TO 200

END IF

C PENETRATOR FIRES SECOND

* IF (.NOT. PEN FIRE) THEN
PEN -KILL IPTYP, PACKEDUCLASS)

CALL SIM ENG(PKKILL)
o IF (TRACE ON 0)) THEN
O WRITE (TRACEFILE. 1) 'PENETRATUP FIRING SECOND AT Fl'
D WRITE (TRACEFILE, 1) 'PK',PK
O WRITE (TRACEFILE. V) 'KILL OF F! BY PENETPATOR',KILL
O ENDIF

IF (KILL) THEN
CALL WEA DEAD(T T E.COIPPACKED UCLASE,UITEN,

% TNEXT =TIME
% ~IF (UNIT STAT (COIP,.PACKEDOYCLASSUITEM) *EG.

+ UNIT DEAD STATUS) THEN
STATUS =UNIT DEAD STATUS
30 TO 200

* ENDIF
ENDIF

ENDIr
'00 2N'NUE
C
0 IF TFACE ON 0) THEN

*0 WRITE (TRACEFILE. U 'FINAL STATUS IN SUBROUTINE
D 'S4.rPT -RIE: '. :ESCRIBE STATUS 9747;icl

D E!DIF

C CANCEL ALL IESIENS FOR ALL UNITS ASSIENED Tr. .4 EETFAT O P

.f IF STATUSElJ EAD STATUS) 74EN



C FREE CO AFTER PEN WILL DISE46AGE ALL UNITS IN ALL CO'S
PURSUING THIS PENETRATOR

C
N NEW FREA:N NEW F RED+!
NEW MODEL REG (N NEW FREQ) :PROSECUTE MODEL
NEW-FRED(N -NEW F -REG) SPRIMITIVE -MODEL
NEW -SUB -F - RED(N NEW -F -REG):FP.EE CO AFTER PEN MODEL
TN4EW-FRE9l(N NEW-F RED) :TNEXT

C NOTIFY THE NETWORK OF PENETRATOR CANCELLATION

N -NEW -F -REQ=N NEW F REO+I
'JWMODEL IRE;(N NEW F -RE@)NETWOFK MODEL

NEW F -REDIN -NEW FREQ,) TERM PEN MODEL
NEW 3UB F RED(NNEW FREW:=O
T-NEW-FREO (N NEWNFREO) TNEXT

C COLLECT DESTRUCTION STATISTICS

N -NEW -F -RED:N NEW F REO+I
NEW MODEL -REO(N -NEW -F -REQ)=STATISTICS ENTRY MODEL

NEW SUB FRPEG(N NEW F REQ) =
T-NEW-F RED (NNE4W-F-RE)=TNEXT

C DISENGAGE UNIT FOR MISSES

ELSE IF(STATUS.EO. MISS STATUS) THEN

C FREE THIS CO ONLY FROM PURSUIT

N NEW -F -E3=N NEW F PEO~I
NEW MODEL REDIN NEW F REG):PROSECUTE MODEL
NEW F RES(N -NEW F -REO)=PRIMIT!VE MOD)EL
NIEW SUJB F RED (N NEW F RE9)=FREE ONE CO AFTER PEN MODEL
T NEW F REO(N NEW F REQ)=TNEXT

C HANDOVER FOR ESCAPES -- TEXEPI 01!FF THE PENETRATOR HAS
-SOTTEN OUT OF REACH OF THIS CO

IF PEN EENT7PEN .El 8) THEN
'NEXT TEXERI

END IF

IF -'E:.T. %.,: THEN-

N NEW F -RE0=4 NEW cRE*2+1

NEW F RED(N NEW F PE'2)=LCAD OUEUE MODEL
NEW E.UB F cE5(N NEW F '-EO)=0
7 NEW ;PED(N NEW F PEO;):TNEXT



N NEW F REQ=N NEW F RE9+(
NEW MODEL RED (N NEWF RED) :NETWORK MODEL
NEW F -RED (N NEW FR- ED) HAND OVER MODEL
NEW SUB FRiGIN NEWNFREG) :0
T -NEW-F REA (N NEW F-RED) :TNEXT

END IF

c FREE SERVER NOW

ELSE IF(STATUS.ED. UNIT DEAD STATUS) THEN

C

c FREE THIS CO ONLY

N NEW F REG:N NEW F RED+!
*NEW MODEL RED (N NEW FREG) :PROSECUTE -MODEL

NEW F -E (,N -NEW FR- EG) PPIMI TIVE MO0DEL
NEW SUB -F RED (N NEWN-F REG) :FREE -ONE -CO -AFTER PEN MODEL

* T-NEW-F RED(N NEW-F RED) :TNEXT

*C LOAD QUEUE MODEL FOR DEAD UNITS

IF(TEXER.I.GT.0.O) THEN
4 NEW F REO=N NEW F REQ~1
NEW MODEL -RED (N NEW -F -RED) :NETWORK MODEL
NEW F RED (N -NEW F RED) :LOAD D UEUE-MODEL
NEW SUB FRED (N NEW FRED) :0
T-NEW FRED (N NEWF-RED) TINE

ELSE
N NEW F RED:N NEW F RED~(

d NEW MODEL -REQ(N NEW F -RED) :NET WORK MODEL
NEW-FREQ(N NEW FREG) :HAND OVER MODEL
NEW SUB FRPED(N NEW F RED) :0
T-NEW-F RED(N N4EW FRPED) :TIME

* ENDIF

*C FREE SERVER AND RETU.RN UNIT TO BASE

ELSE IF(STATUS.EO. BASE STATUS) THEN

C FREE THIS CO

N 14EW =R~N- NEW -F PF I
NEW MODEL RED (N -NEW F REI) :PROSECUTE CDEL
NEW F REQ(N -'EW F RE)=RIITIYE MODEL
NEW SUP F REO(,N NEW F RED)=FREE -ONE C -AFTER RE N - MODEL
T NEW F REDfN NEW F REO)=TNiEXT

c LCAD THE QU'EUE FOR A RETRY FCR FPOSECUTOR TERMINATED

IF(TEX(ERI.3T.%O.0 THEN
1 -'EW -F - ED:N N4EWj7RE0+l
NEW MODEL RED (N NiEW-crEDY NETWFM-CD.EL.



NEW -F -REQ (N -NEW -F -REG)=14040 gUEUE NODEL
NEW -SUB F-REO(N NEW F REG)z0
T NEW F REO(N-NEW F REQ)=TNEXT

ELSE
N NEW F REQ=N NEW F RE9+l
NEW MODEL R.EQ (N NEW FRED) :NETWORK MODEL
NEW F -EQ (N -NEW F R PEQ) HAND OVER MODEL
NEW SUB F RED(N NEW F RED) :0
T -NEW -F RED (N NEW F REDQ) TNEXT

ENDIF

C OTHERWISE THE STATU-S IS SHORT STATUIS

ELSE
N NEW F REQ=N NEW F RE9+1
NEW MODEL REO(N NEW F -RED)=PROSECIJTE MODEL
NEW-F -RE9(N -NEW -F -RED) =CoENG-0rEl
NEW SUB FRPEO(N NEW -F REG)=SHORT -FIRE -MODEL
T -NEW -F RED (N NEW F-RED) TNEXT

:NDIF

IF(REPORT.ED. FIRE STATUS) THEN

*c SCHEDULE ENSAEEMENT STATISTICS COLLECTION ROUTINES.

N NEW FRE0=N NEW F REQ+1
NEWNiDEL-RED(N-NE-WFRE(STATISTIC.S -E.NTRY MODEL
NEW-F-R.ED(N -NEW F REO) :FIRE MODWEL
4EW SUB F REG(N NEW F REQ)=0
r NEW FRQN-E--RE)TM

ENDIF

RETURN
EIND
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C LONG-FIRE

C SUBROUTINE 'LONG FIRE' CONDUCTS THE LONG RANGE FIRING.

C APHATECH. :NC.
c AR FORCE CONTRACT F33657-81-C-215O

4 SUBROUTINE LONG FIRE(TIME,PENCoIp,PACKED UCLASSUITE, SERVER.

SUB FRE0.NNEWRQ NEWMODEL-REG,
& NEW-FREO,NEW-SUBFREQ,T-NEW-FRE)

IMPLICIT NONE
C

K C :m z s u s s : INCLUDE COMMON BLOCKS W $ ) W W

INCLUDE 'DCO.P.ARAMETER.DIM'
INCLUDE 'DCO:EXECUTIVE.DIM'
INCLUDE 'DCO:STATUSNAM.DIM'

*INCLUDE 'DC0:C0INITl.PRM'
* INCLUDE 'DCD: WEPARA.PRM'
*INCL6UDE 'DCO:FIRERANGE.BLK'
*INCLUDE 'DCO:COSERV.INC'

INCLUDE 'DCO:COUNIT. INC'

* Cl:s COMMON BLOCK ADDED FOP ID FEATURE

* INCLUDE 'DCD:PENIDENT.INC'

C S*sWt~S it INPUT VARIABLE DEFINITIOjNS I * $ W I

REAL TIME
- CUIRRENT TIME

*INTEGER PEN
- PENETRATOR NUMBER

INTEGER COI1P
* £9 INDEX

'P IAEE PCK EDr. -'.C L.S S
UINIT TYPE INDEX

INTECCR UXITEM
U NI7TITEM INDEX

INTEGER SERVER
C SERVER CO N:OCTI NG THIS E.NGAGEMENT

C SUB FUJNCT'ION RESLEST iDENTIFIER
iNTEGER N NEW -F -RED

C NUMPER C.F SUBEErUENT FU'NCT ION HRjEOLETS

!NTESER NEW MC DLED!Mc@(AX INTERFACE SU11E)
C NEW MODEL RESUESTS



INTEGER NEW.F.REO(MAX-INTERFACESIZE)
C THE NEW FUNCTION PEQUESTS

INTEGER NEW SUB.F.RE9(MAX INTERFACE SIZE)
C THE NEW SUBFUNCTION REOUESTS

REAL TNEW.F.REQ(MAXINTERFACESIZE)
C THE SCHEDULING TIME OF THE NEW FUNCTICN REQUEST

C :::::: s::::: I* LOCAL VARIABLE DEFINITIONS $$)$!$$ $5 $I

LOGICAL SUCF
C SUCCESS FLAG ON WEAPONS EELECTIEN

REAL TNEXT
r NEXT TERAT:-N TIME

'HARACTER$4 STATUS
C STATUS VARIABLE FOR RETURN DIECTIEN

REAL RAD RAN TIME
C TIME PENETRATDR IN RADAR RANGE

REAL VUNIT
C UNIT SPEED

ZEAL 7ON RAT
C UNIT FUEL C[NSUmPT![N RATE

REAL VCRUISE
*C UNIT CRUISE SPEED

REAL RR
. C AUTONOMY RANGE

REAL TPRIME
C TEMPORARY TIME VARIABLE

REAL RPFTO
C RADAR RANCE TIME YARIAPLE

C ADAR RANGE TIME VARIABLE
REAL TEX

C EXIT TIME
REAL PP

DISTANCE SQUARED
* REL TNT

C NTERCEPT TIME
REAL DIST

C DISTANCE
^ EAL FUEL NEED

*REAL C UEL

C EMA.I'¢IN FEL
EAL RANGE

r :NTERCEPT RANSE
z EAL VMAG

C JELOCI'Y VETLOCIE
REAL ASPECT

C ASPECT ANGLE
REAL VWH

C WARHEAD EFEED
REAL Pr

K--1 9
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C KILL PROBABILITY
REAL R MAX

C MAIIMUM FIRING RANGE
'OGICAL WEAPON FOUND

C DID WARHEAD FIND A WEAPON TO USE?
REAL TNHINT

C WARHEAD INTERCEPT TIME
REAL TEMP

C TEMPORARY VARIABLE
REAL PPOS(3)

C PENETRATOR POSITION
REAL PVEL(3)

T PENETRAT R VELOCITY
REAL UPOS(3)

C UNIT POSITION
REAL UVEL(3)

C UNIT VELOCITY
REAL DELP(3)

C RELATIVE POSITION
REAL ESTINTPOS(3)

C ESTIMATED INTERCEPT POSITION
REAL DELPOS(3)

C RELATIVE POSITION TO INTERCEPT
INTEGER UNPACKEDUCLASS

C UNIT TYPE INDEX
INTEGER I

C DO LOOP INDEX
INTEGER PTYP

C PENETRATOR TYPE
, LOGICAL FLAG

C CONTINUE FLAG
LOGICAL NONE

C WEAPON EXHAUSTION FLAG
LOGICAL KILL

. C KILL FLAG
:HARACTER14 REPORT

C REPORT STATUS ON SHOTS AGAINS A PENETRATOR

C )U$ Z$1 $$$ FUNCTION DEFINITIONS sw:::t$1IIztwllilllz

PEAL EXIT TIME
RETURNS EXIT TIME

FE;L INIER PRODUCT

• FET'NS INNER PRODUCT
REAL 'IEAPESTBASE

- RETURNS DISTANCE TO bEAREST BASE
FEAL NEXT AY-PINT

- RETURNS NEXT WAYPOINT TIE
INTE5ER P TYPE

RETURNS PENE'RATOR TPE
C4PACTER11: :EECRIBE .TATLS

-- %



CHARACTER(tUNIT CLASS STRING LENGTH) P-UCLASSEBTRING
TEXT FORM OF UNIT CLASS

SUISSSU S EXETERPNAL FUNCTIONS REFERENCED n m u s u m

C CONVERTS INTERNAL STATUS INTO STRING FOR. OUTPU-T

D LJGiCAL T RACE'JN
C TRACE ON FLAG

CHARACTERS (UNIT CLASS STRING LENGTH) UNIT CLASS STRING
CFUNCTION THAT SE TSTHE VALUE P UCLASS STRING

C ftttS tS tStutlEXECUTABLE CODEStW tU lU f SIr

C SET INDEX

D IF (TRACE-ON 0) THEN
D WRITE (TRACEFILE. t)'
O WRITE (TRACEFILE, 5) 'LONG FIRE'
D. WRITE (TRACEFILE. t) 'TINE',TINE

O WRITE (TRACEFILE,.S) 'PENETRATOR',FEN -

2P UCLASS STRING =UNIT§CLASSfiTRING (COIP,PACKED-UCLASS,
D + PocKED,

D WRITE (TRACEFILE, t) 'UNIT CLASS' IPUCLASS ST TNS.,
O + 'UNIT ITEM ',UITEN
D ENDIIF

REPGRT= NONE STATUS
UNPACKED U-LCLASS =CO UNIT-TYPES (001?, PACKED-UCLASS)

C SET SPEEDS. CONSUMPTION RATES

VUNIT zDASH EPEED(UNPACYED UCLASS)

"CUS CRU ISE -'PEE)D(UNPACYED UCLASS5)
CON RAT RUISE TO DASH(UNPACKED UCLASS)

C ET AUTONOMY RANGE-

PR = UTCNCNY RPNBEECOIP,PACKED-UrLCASS. UITE.M)

C SET REFEENCE LCCAT ION

CALL IT K:E TY.C:P -v 
r SjE.RS

CAL 0EN N

O WRITE TRA -CEFILE. 'ATN1 RNE,
24RV1E TPZ t ' U'Si I J~rI '1 UFOS 7".

D APITE 'RACEFILE, 2) 0EN FESI'IN '. %D
4PAiTE :ThAC'EF!IE. L)'E ECT

-2 1



CALL VSUB(PPOSUPOSDELP)
PP a INNER PRODUCT(DELPDELP)
RANGE = SGRT(PP)

D IF (TRACE-ON 0) THEN
D WRITE (TRACEFILE, t) 'CURRENT RANGE ',RANGE
D ENDIF

IF (RANGE .LT. SHORT RANGE) THEN
TNEXT TIME
STATUS SHORT-STATUS
30 TO 200

ENDIF

C CMPUTE UNIT INTERCEPT T:ME

CALL INTERCEPT TIME(TIMEPPOSUPOSPVEL,YUNITTINT,FLAG)

CC CHECK FLAG TO DETERMINE IF INTERCEPT IS PHYSICALLY POSSIBLE

IF (.NOT. FLAG) THEN
TNEXT TIME
STATUS MISS-STATUS
'30 TO 200

ENDIF

C NOW. CAN INTERCEPT OCCUR BEFORE THE PENETRATOR LEAVES THIS CO?

TEX = EXITTIME(PEN.COCOIP)
D IF (TRACE.ON 0) THEN
D WRITE (TRACEFILE. 1) 'EXIT TIME', TEX
0 ENDIF

IF (TEX .LT. TINT) THEN
TNEXT TIME
STATUS MISS-STATUS
-0 TO 200

ENDIF

. C CHECK FUEL FEASIBILITY

C SET ESTIMATED INTERCEPT POSITIrN

ESTINTOS(I) = PPOS(I) + PVEL!I)1(TINT - TINE)

C CEMPUTE RELATIVE POSITION

DEL FPOStW = EST.INTPOS(1) - UPOS(!)
EN DO

D IF (TRACE _N )) THEN

0 WRITE (TRACEF!LE. t) 'ESTIMATED !NTERCEPT POINT',
D EST. NT .0S

IENDIF



C
C COMPUTE REQUIRED FUEL

PP z INNER PRODL'CT(DELPOS, DELPOS)
DIST = NEAREST -BASE(COIP,EST-INT-POS)
FUEL NEED = ON RATISORT(PP)/VUNIT + DIST/VCPUISE
TRFUEL =FUEL F tCOlP.PACKEDUCLASS,UITEN)

C CHECK FEASIBILITY

IF IT FUEL .LT. FUEL NEED) THEN
7NEXT =TIME
UNIT -STAT C0IP,,PACKED UJCLASS,UITEM): BASE STATUS1
3TATUS = MISS-STATUS
GO TO 200O

END IF

C SET DESTINATION

CALL SET DES (TINT, EST TNT POS, COI?,PACXED UCLASS, UITEM)

C SET UNIT VELOCITY

Do 1.3
IF (TINT .NE. TIME) THEN.5

UVEL(I) = DEL POS(I)/(TINT -TIME)
ENDIF

ENDDO0

C CHECK IAYPOINTS

TPRIME =NEXT-WAY-POINT(TIME,PEN)

C SET RADAR RANGE TIME

IF (PP .NE. 0) THEN
R R TO =TIME + ( - 0R!S§RT(PP))l(TINT -TIME)

ENDIF
R R T! = MAX (R RTo, TIME)

r CD!Fv FADAP RANGE T:TE PASED CN WAYPOINT3

IF 'p T!2 .!E. TFR !"E) THEN
zAD RAN TME :R P TI

C ?ASED CN rZrNTREL PCLIClY, FREE T HE SERVEF

IF'CNTROL!C0P,PACKEDn UCLASSJITEM)E. OE -TAS)TE

iF(IrA 3ERVER PEN frC0IR, SERVEP).E0W.FEN) -HEN
STATUS= FFEE STATU S
TNEXT=PAD RAN TI , E
6O TO :00 '



ENDIF
END IF

ELSE
RAD R AN -TIME :LARGE-REAL

ENDIF

C COMPUTE ASPECT ANGLE

VMAG =SORT(INNER PRODUCT(PVELPYEL))
* IF (VMAG .NE. 0) THEN

a TEMP = INNER PRODUCT(UVEL.PVEL)/CVUNITSVMAG)
IF fABS(TElPl *LT. 1.0) THEN

ASPECT = COS(TE1P)
ELSE

* ASPECT = ACOS(TEMP/ABS(TEMP))
ENOIF

ELSE
ASPECT = 0

ENDIF

C GET FIRE RANGE

CALL FIRE-RAN5E tCOIP,PACKED-UCLASS. JITE., ASPECT,R-MAX, YN)

*C EXTRAPOLATE THE PENETRATOR POSITION TO WARHEAD IMPACT TIME

00 1=143
DELP~I)=DELP(I)+PVEL(I) SR-MAX/VWH

* ENODO
* PPz!NNER-PRODUCT(DELP.DELP)

00 3ORT(PP) - PROSEC DELTA
IF PP GST. R MAX) THEN

CALL FIRE TIME(TIME.PPCSUPCS.PVEL.,"WH .RMAX.TINT.TNEX T,SUCF)
4 IF(SUCF) THEN

STATUS = LONG STATUS
ELSE

STATUS: SHORT-STATUS
ENDIF
GO TO 200

END I F

.. p :M ?EFCFE FIRE:NS AT A DISTANCE. ADD rnDE TO Ey'IULATE
::a :ET:IATC INTERCEPT. CORCE TO SH'JRTRANGE IF
Cltl ID IS UNKNOWN

IF PEN IDENT PEI) .LT. 7) THEN
:AFIRE T!IE IiE, OPPS, .PRI, PVEL, VWH. SHCRT RANSE.E
+ TINT, T4EXT, SL'CF)

37ATUS = HORT STATUS
CO TO 2-00

IN IF

% %



CI$ END ADDED CODE FOR ID

C SIMULATE FIRING AT A DISTANCE
0

PTYP = P.TYPE(PEN)
CALL WARHEAD (COIP, PACKED.UCLASS, UITEM, PTYP, PP, ASPECT,

+ .FALSE., VWH, PK, WEAPON.FOUND, NONE)
D IF (TRACE ON 0) THEN
D WRITE (TRACEFILE, 1) 'RETURNS FROM WARHEAD'
D WRITE (TRACEFILE, 3) ' WEAPON FOUND =', WEAPON-FOUND
D IF (WEAPON FOUND) THEN
D WRITE (TRACEFILE, 1) WARHEAD VELOCITY = VWH
D WRITE (TRACEFILE, 1) PK = ', RK
D WRITE (TRACEFILE, 1) 'WEAPON EXHAUSTION ', NONE
D ENDIF
D ENDIF

C IF NOT SUCCESSFUL, TRY SHORT FIRE

IF (.NOT. WEAPON FOUND) THEN
CALL FIRE-TIME (TIME, PPOS, UPOS, PVEL. VWH, SHORT-RANGE,

+ TINT, TNEXT, SUCF)

c
C FIRE TIME DETERMINES WHEN A SHORT FIRE CAN OCCUR (AT TIME TNEXT)
0 BASED ON THE SHORT FIRING RANGE SHORT FIRE.
C

STATUS = SHORT-STATUS
30TO 200

ENDIF

C IF OUT OF WEAPONS. SIGNAL RETURN TO BASE

IF(iNONE) THEN
UNITSTAT(COIP,PACKED.UCLASSUITEM)= BASE-STATUS

ENDIF

C COMPUTE WARHEAD INTERCEPT TINE

CALL INTERCEPT.TIME(TIfE,PPOS,UPOS,PYEL,VWH,TWH_!NT,FLAG)
D IF ITRACEON 0) THEN
O WRITE (TRACEFILE. 1) 'RETURNS FROM !NTErCEFT TIME'
D WRITE (TRACEFILE. 1 ' WARHEAD INTERCEPT TME , TWH INT
O WRITE TRACEF!LE, I) ' SUCCEEEFUL INTERCEPT ',FLAS
9 ENDIF
C
C CHECK FLAG

IF (.NOT. FLAG) THEN

C SET DEETINATION

TNEXT TINT

r w 5



STATUS = SHORT STATUS
60 TO 200

ENDIF
REPORT= FIRE STATUS

CC SET UNIT POSITION AT IMPACT TINE

CALL UNIT.KINEM(TWH.INT 9COIP,PACKEDUCLASS, UITEM, UPOS)

C SIMULATE KILL

CALL SIN ENG(PK'KILL)
D IF (TRACE-ON () THEN
D WRITE (TRACEFILE, 2) 'RETURNS FROM SIM ENS'
D WRITE (TRACEFILE, 2) ' EFFECTIVE PK = '7, PK
0 WRITE (TRACEFILE, 2) SUCCESSFUL KILL ', KILL
D ENDIF
C

IF (KILL) THEN

C UPDATE PENETRATOR STATUS

STATUS = DEAD-STATUS
TNEXT=TWH.INT

ELSE IF (NONE) THEN
STATUS = BASE STATUS
TNEXT = TWH INT

ELSE
STATUS z LONSSTATUS
TNEXT = TWH.INT

ENDIF
200 CONTINUE
C

D IF (TRACE ON 0) THEN
0 WRITE (TRACEFILE, t) 'FINAL STATUS IN SUBROUTINE ',

D + 'LONGFIRE: ', DESCRIBE STATUS (STATUS)

D ENDIF
• C

C FREE THE SERVER AND RETURN HERE

IF(STATUS.EO. FREE .TATUS) THEN

q C FREE SERVER MODEL

N NEW F REQ=N NEW F PEQ+I
NEW MODEL REQ(N NEWFREQ)=PROSECUTE.mODEL
NEW F RED (N NEW FREG)=PRIMITIVEMODEL
IEW.UBFREO(N NEWF.REO)=FREESERVERMODEL
T NEW F REQ(N NEW F REQ)=TNEXT

C RETURN TO LONG FIRE AT ;ADAR RANGE TIME

.1A-2*



N -NEW -F -REQ:N NEW F REO+1
NEW MODEL RED (N NEW F RED )zPROSECUTE MODEL
NEW FR- ED(N -NEW -F -RED) CO ENS NODEL
NEW SUB -F -RED(N -NEW F REG) :LONG FIRE NODEL
T-NEW-FRED (N NEW-F RED)=TNEXT

C SEND Fl TO BASE

ELSE IF(STATUS.Eg. BASE-STATUS) THEN

c FREE THIS CO AFTER THE PENETRATOP

N-NEW-FREO=N NEW F RED+1
NEW MODEL RED (N NEW F RED) :PROSECUTE MODEL
NEW F REG(N NEW F -REG):PRIMITIVE MODEL
NEW SUB F RE(N NEW FRE9) :FREE ONE CO AFTER PEN MODEL
T-NEW-F RED (NNEW-F-REO)=NEXT

C LOAD THE 0UUEUE FOR BASE RETURNS

N -NEW F -REG=N NEW F RED+1
NEW M IEL RED (N NEW F RED) :NET WORK MODEL
NEW FREO(N NEW F RD) LOAD ;UEUE MODEL
NEW SUB F RED(N NEW F RED):O
T-NEWF-RD(NNE4W-F RD) TNEXT

C DISENGAGE UNIT FOR MISSES

ELSE IF(STATUS.Eg.MISS-STATUS) THEN

C FREE 741S CO AFTER THE PENETRATOR

N 4E4 F EO=N NEW F REO.I
'4EW-IODEL-RE92(N-NEW-FRE)zPROSECUTE-IODEL
NEW F PED (N NEW-FRE)PIMITIJE MCDEL

*NEW -SUB -F -RED(N NWFR')FE.NEC-FE-E-0E
T-NEW-FRED (N NEW-F RED) :TNEXT

C HANDOVER ~cR ScrApES

* .N IEW F RE9=N NEW F REO+l
NEW MODEL RED (N NEW-F RED) :NETWORK MODEL
NEW F RED (N NEWNFREO) :LOAD DUEUE MODEL

TNEW SGBF EQ(N NEW F RE)=TOt

c SEUENCE THE L:NG FIRE MODEL

ELS.E IF (STATUS.FO.LONG STATUS) THEN
*N NEW F REI=N NEW F REg+1

NEW MODEL .;rEDtN NEW F REO)=PROSECUTE MODEL



MNMF REQ (N NEW F REQI :O ENS MODEL
NEW SUIF REQ (N NEWF PEG) :OS. R OE
T-NEW-FREQ(N NENF-REQI :TNEXT

C FREE SERVERS AND SEQUENCE THE SHORT FIRE MODEL

ELSE IF (STATUS. EQ.SHORT STATUS) THEN

C SEQUENCE THE SHORT FIRE MODEL

N NEW FREQ=N NEW F iEO+1
NEW MODEL RED (N NEW F REQ)zPRDSECUTE MODEL
NEW FP.EQ(N NEW F RED) :PRIMITIVE 4ODEL
MN SUB F REG (N NEW F RED) :FREE SERVER MODEL
T-NEWF-REQ(N NEN-F PEG) TNEXT

C SHORT FIRE MODEL

- NEW F REQ:N NEW F REQ+1
NEW MDLREQ(N NEW F PEG) :PROSECUTE MODEL
NEW FREQ(N -NEW F -RD) 00ENS MODEL
NEW SUB FREQ(N NEW F PEG) :SHORT FIRE MODEL
T-NEW-FPREQ(N NEW-FRED) :TNEXT

*C CANCEL ALL MISSIONS AFTER THIS PENETRATOR

ELSE IF (STATUS. EQ.DEAD STATUS) THEN

C FREE-CO AFTER PEN WILL DISENGAGE ALL UNITS IN ALL CO'S AFTER PEN
-. C

N -NEW -F -REQ:N NEW F REU~1
NEW MODEL REQ (N NEW FREQ) :PROSECUTE MODEL
NEW F REQ (N -NEW F -RED) :PRIMITIVE MODEL

*NEW SUB F RED (N NEW FREQ) :FDEE CO AFTER PEN MODEL
T-NEW F-RED (N NEW-FREQ) :TNEXT

*C NOTIFY THE NETWORK OF PENETRATOR TERMINATION

*N NEW F PEQ:N NEW FRED41
N EW MODEL REOCH NEW FRE):NETWORK MODEL

NEW FF.ED(NNEWNF RE)-:TEPM PEN MODEL
.4NEW SUE F RED(NNEW -F RED):O-

T NEW F PEDCN NEW F RED):TNEXT

C CO.LLECT DESTRUCTION STATISTICS

NN4EW FREQ:N NEW F RED.!

NEW MODEL RED(N NEW F REJhSTATISTICS -ENTRY-MODEL
NEW-FR-ED(N NEWF-P ED) :TEPM STATS -MODEL

MN SUBEF RED(N NEW FRPED)z:0

T NEW F PE-Ea(N NEW F P-ED):TNEXT



ENDIF

IF(REPORT.Eg.FIRE STATUS) THEN

C SCHEDULE ENGAbEMENT STATISTICS COLLECTION ROUTINES.
c

N -NEW -F RE9=N NEW F REg+I
N4EW -MODEL -RED (N -NEW -F REG) =STATISTICS ENTRY MODEL
NEW FRED (N NEW F RED):F IRE MODEL
NEW SU1B FRED(N NEW F RED) :0

* ENDIF

* RETURN
END



CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

C CO.MATCH IS CALLED FROM THE CO INPUT STATISTICS EVENT NODE TO
DETERMINE WHETHER AN INCOMING MESSAGE CAN BE PROCESSED. THIS

C REGUIRES THAT BOTH A DETECTION AND AN ASSIGNMENT BE LOCATED AT

THIS NODE, WITH DATABASE NUMBERS THAT HAVE BEEN RESOLVED TO
C CORRESPOND TO THE SAME PENETRATOR, AND THAT THE CORRESPONDING

PENETRATOR HAS NOT YET LEFT THE CO'S COVERAGE REGION. SINCE
C THERE ARE OTHER SORTS OF MESSAGES COMING INTO CO THAT DO NOT
S REUIRE MERGER, THIS ROUTINE MUST CHECK IF THE INCOMING MESSAGE

C IS AN ENGAGEMENT TYPE OF MESSAGE, OR ONE OF THE OTHER TYPES--

C COMMAND.

C ALPHATECH, INC.

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC:CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

SUBROUTINE CO MATCH

IMPLICIT NONE

C$ItlICOMMON BLOCKS AND PARAMETERS

INCLUDE 'DCO:SLAMPARAM.DIM'
INCLUDE 'DCO:SCOMI.SLM'
INCLUDE 'DCO:PARAMETER.DIM'
INCLUDE 'DCO:EXECUTIVE.DIM'

C $$$COMMON BLOCK ADDED FOR IDENTIFICATION FEATURE$tl

INCLUDE 'DCO:PENIDENT. INC'

CIttI*EXTERNAL FUNCTIONS

INTEGER GET AWAIT FILE
C RETURNS SLAM INDEX FOR THE PARTICULAR AWAIT FILE NEEDED

REAL EXIT.TIME
C RETURNS DEPARTURE TIME FROM A GIVEN NODE--RETURNS 0 IF
- THE PENETRATOR HAS ALREADY LEFT THE REGION, WHICH IS
C ~HAT IS TESTED FOR HERE
J LOGICAL TRACE ON
C RETURNS TRUE IFF THE SLAM TRACE FACILITY IS ENABLED

ClZItLOCAL VARIABLES

INTEGER ASSIGN FILE, DETECT FILE
TEMPORARY VARIABLES TO STORE SLAM Q..E NUMBERS FOR THE

C TWO FILES IN WHICH MESSAGES WAIT TO ?E MATCHED
LOGICAL TEMPALERT, TEMP DETECT

C TEMPORAPY VARIABLES THAT STORE THE STATE OF ALERT AND
DETECTION IN THE MESSAGE STORED IN ARRAY ATRI? SCOMI)

A-Z'2



REAL TEMP.ATRIB (NUM ATTRIBUTES)
- STORES MESSAGES RETURNED FROM SEARCHAWAIT.FILE UNTIL
C INFORMATION FROM THEM MAY BE PROCESSED

REAL RADAR DETECTED
C TEMPORARY USED IN TRANSFERRING INFORMATION FROM
- TEMP.ATRIB TO ATRIB (OR VICE VERSA)

INTEGER 1
LOOP COUNTER

INTEGER CLASS, ITEM
C LOCATION OF CURRENT SYSTEM CLASS; DERIVED FROM ATRIB ARRAY

INTEGER PEN
C PENETRATOR TAIL NUMBER: ALSO OBTAINED FROM ATRIB

INTEER MESSAGE TYPE
C STORES INCOMING MESSAGE TYPE

LOGICAL JUNK BOOLEAN
REAL JUNK ATRIB (NUM ATTRIBUTES)

- PARAMETERS TO CLEAR.FILE; NOT USED HERE

CISttEXECUTABLE CODE

C LOCAL VARIABLES DERIVED FROM THE CONTENTS OF THE MESSAGE

CLASS =NINT (ATRIB (CURRENT CLASS))
ITEM =NINT (ATRIB (CURRENT ITEM))
PEN =NINT (ATRIB (TRUE.PEN NO))
MESSAGE TYPE NINT (ATRIB (CO.MESSAGETYPE))
TEMP ALERT (ATRIB (ALERT STATUS) .EQ. TRUE)
TEMP DETECT (ATRIB (CO.DETECTIONRPT) .EQ. TRUE)
ASSIGN.FILE GET AWAIT FILE (CLASS, ITEM, ASSIGNCODE)
DETECT FILE GET AWAIT FILE (CLASS, ITEM. DETECT CODE)
RADAR DETECTED = ATRIB (RADAR NUMBER)

IF (ATRIB (HANDOVER MESSAGE) .EQ. TRUE) THEN
WRITE (ERROR FILE, t) 'ERROR IN CO MATCH'
WRITE (ERROR FILE, )'MESSAGE RECEIVED WITH HANDOVER TRUE'
:ALL UERR (FATAL)

C IF THIS IS AN ENGAGEMENT MESSAGE, TAKE ACTION BASED ON THE
C VALUES OF ALERT AND DETECT
C

ELSEIF 'MESSAGE TYPE .E9. COENG.MODEL) THEN
IF f(.NOT. TEMP ALERT) .AND. !.NOT. TEMP DETECT)) THEN

WRITE (ERROR-FILE, 1) 'ERROR IN COMATCH: ,

I MESSAGE RECEIVED'
WRITE (ERROR_FILE, 1) 'WITH NEITHER ALERT OR DETECT ,

'STATUS'

CALL UERR (FATAL)
'LZrEF (TEMP ALERT ,AND. (.NOT. TEMP-DETE:,) THEN

D IF (TRACE ON () THEN
D WRITE (TRACEFILE, 1) HSEARCHING FR

D WRITE !TRACEFILE, I) 'r!LE ',DETECTCILE

- 1



D ENDIF
IF (EXIT TINE (PEN, CLASS. ITEM) .ED. 0.0) THEN

CALL SEND HANDOVER MESSAGE (CLASS, ITEM, ATRIB)
11 = DISCARD-CODE

ELSE
II = ASSIGN-CODE

CALL SEARCH AWAIT FILE (DETECT FILE. II,
ATRIB, TEMPATRIB)

IF (I .EQ. MATCH CODE) THEN
ATRIB (RADAR-NUMBER) = TEMPATRIB (RADAR-NUMBER)

ENDIF
ENDIF

ELEEIF ..NOT. TEND ILT,, .AND. TCEMP ,nEr-E THEN
D IF (TRACECN U) THEN
0 WRITE (TRACEFILE, t) 'COMATCH SEARCHING FOR ',

• 0 I 'ASSIGNMENT REPORT'
D WRITE (TRACEFILE, 1) 'FILE ', ASSISN FILE
D ENDIF

IF (EXIT.TIME 'PEN, CLASS, ITEM) .EQ. 0.0) THEN
!I z DISCARDCODE

ELSE
IT = DETECT CODE
CALL SEARCH AWAIT FILE (ASSIGN-FILE. I,

1 ATRIB, TEMPATRIB)

C TEMP ATRIB FEThPNS THE ASSIGNMENT MESSAGE--IF A MATCH HAS PEEN
FOUND, THEN THAT MESSAGE AND NOT THE DETECTION MESSAGE SHOULD BE

C KEPT.

IF (II .EO. MATCH CODE) THEN
DO I :, NUM ATRIB USED

ATRIB (1) = TEMP.ATRIB (1)
ENDDO
ATRIB (RADAR NUMBER) RADARDETECTED

ELSEIF (I! ,EQ. DETECT-CODE) THEN

C IF NO ASSIGNMENT MATCH WAS FOUND, THEN CLEAR ALL PREVIOUS

DETECTION MESSAGES ABOUT THIS PENETRATOR FROM THIS RADAR OUT OF
C THE DETECTION QUEUE AT THIS POINT. AND REPLACE THEM WITH THIS

" - MESSAGE. THE MOTIVATION FOR THIS iS THE FOLLOWING:
C IT HAD BEEN IMPLEMENTED PPEV!USLY THAT EACH RADAR CAUSED

. - ONLY ONE SIGHTING MESSAGE TO BE SENT TO ITS COMMANDING CO. 'UNDER
C THE ASSUMPTION THAT THAT MESSAGE WOULD SUFFICE TO PRODUCE ANY
m REASONABLE ASSIGNMENTS. THIS NEGLECTED, HOWEVER, THE DYNAMIC
C NATURE OF THE DATABASE IN THE SYSTEM. IN PARTICULAR, UNDER THE
. OLD SCHEME, IT COULD HAPPEN THAT A SIGHTING REPORT AND A
C DETECTION REPORT ON A PENETRATOR WERE SENT TO THE SAME CO WITH
aC DIFFERENT DATABASE NUMBERS, SINCE THE ORIGINAL MESSAGES WERE
C GENERATED AT A TIME WHERE THE C! SYSTEM HAD NOT YET DETERMINED

- THAT THE TWO PUTATIVE PENETRATORS WERE IN FACT ONE AND THE SAME.
C IF THE MERGER OCCURRED WHEN THESE TWO MESSAGES WERE ALREADY AT
C THE CO, THOSE MESSAGES COULD NOT BE RECONSIDERED. THIS LED TO

-I
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C THE NEED TO CONTINUE TO SEND MESSAGES TO THE CO FROM THE SAME
C RADAR ON A REGULAR BASIS, FOR THE NEW SIGHTING MESSAGE COULD BE
C USED TO EFFECT A PROSECUTION IF IT TRANSPIRED THAT MERGER OF
C DATABASE INFORMATION HAS OCCURRED IN THE INTERVAL BETWEEN THE
C ARRIVAL OF THE LAST REPORT AND THE ARRIVAL OF THE CURRENT REPORT.
C LEAVING ALL THESE MESSAGES AROUND, THOUGH. WOULD LEAD TO A VERY
C SUBSTANTIAL SOFTWARE LOAD THAT IS IRRELEVANT TO MODEL EXECUTION,
C FOR ONLY THE LATEST SIGHTING REPORT IS RELEVANT. HENCE THESE
C MESSAGES ARE PURGED HERE BEFORE THE NEW MESSAGE IS FILED IN THE
C FILE.
C AS MENTIONED ABOVE, THIS REPAIR OCCURS AT A LATE DATE IN THE
* DEVELOPMENT OF TADZ I. PROBABLY THE CLEANEST METHOD OF MODIFYING
C THIS AOULD BE TO FEVAMP THE MESSAGE ROUTING CSED EY THE TESTS
C DONE AT CO ON THE II VARIABLE, WHICH CURRENTLY CONTROLS THE
C ROUTING TO THE APPROPRIATE QjEUE OF THE MESSAGE LEAVING THIS
C NODE. BUT THAT WOULD REQUIRE A LOT OF CODE CHANGES. WHAT WILL BE
C DONE INSTEAD IS TO SIMPLY REMOVE ALL MESSAGES FROM THE DETECTION
C QUEUE AT THIS POINT, AND LET THE REFILING OF THE NEW MESSAGE BE
C TAKEN CARE OF VIA THE OLD MECHANISM USING THE IT VARIABLE.
C

JUNK BOOLEAN = .TRUE.
DOWHILE (JUNK BOOLEAN)

CALL CLEARONE DETECTION
(DETECT.F!LE, PEN, NINT(RADAR DETECTED),

2 ~UNKBCOLEAN, JUNK.ATRIBV

C CLEAR.ONE DETECTION FINDS ANY DETECTION OF THAT PENETRATOR BY
"HAT RADAR THAT IS STORED IN THAT FILE, RETURNING TRUE IN THE

C FOURTH ARGUMENT AND ITS ATTRIBUTES IN THE FIFTH ARGUMENT IF ONE
C IS ACTUALLY FOUND.
C

ENDDO
ENDIF

w

C IF A MATCH 4AS FOUND, CLEAR OUT ANY PEMAINI:N qSSISNmENT
MESSAGES THAT MAY BE FOUND IN THE ASSINMENT FILE.

C
* IF (iI .E0. MATCH CODE) THEN

.L.. ,CEAR FILE ASSIN FILE, PEN. jLNK-BOOLEAN,
J UNK ATFIB)

ENIF

C THE "'.LT OF THE TAO PEVTilS . OASES IS THE SAME. iF A MATCH HAS
- EEN FOUND. THE AESISNMENT REPOp' IS TO BE FOUND IN THE ARRAY

C ATRIB, AD THE FADAR :NFOPMATICN IN 'WAT ESEAGE IS THE RADAR
DATA FROM THE DETECTION REPORT.

ELSE

C THIS OESEAGE IS ?OTH A DETECTION ;N5 4N AEE!,ENT. IT 'S

'
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C SUFFICIENT TO ALLOW ACTION: STILL THE AWAIT FILES MUST BE
C CLEARED OF ANY OTHER MESSAGES REGARDING THIS PENETRATOR

IF (EXIT TIME (PEN, CLASS, ITEM) .ED. 0.0) THEN
11 DISCARD CODE
CALL SENDHANDOVERMESSAGE (CLASS, ITEM. ATRIB)

ELSE
II = MATCH CODE
CALL SEARCH.AWAITFILE (ASSIGN FILE. II.

I ATRIB, TEMP ATRIB)
CALL SEARCH AWAIT FILE (DETECT-FILE, II,

ATRIB, TEMP ATRIB)
END!F

ENDIF
ENDIF

C AN ENGAGEMENT MESaAGE WILL BE PROCESSED FURTHER FROM THIS NODE
1FF T = MATCH CODE; IN THIS CASE (AND WHEN THE MESSAGE IS OF

C ONE :F THE OTHER TYPES) IT MUST BE CALCULATED IN WHAT -UEUE
THIS MESSAGE IS TO AWAIT PROCESSING. NOTE THAT CO NODES USE

C SLAM AWAIT NODES INSTEAD CF QUEUES TO WAIT FOR SERVICE.
C NONETHELESS, DETERMINE-QUEUE IS STILL USABLE TO FIND THE SLAM
C FILE NUMBER, SINCE CO FILES HAVE THE SAME LAYOUT AS OTHER

C FILES. To A SUFFICIENT LEVEL OF DETAIL
C

C NOW 4AKE SURE THAT ALL NON-ENGAGEMENT MESSAGES AND THE ENGAGEMENT
C MESSAGES WHICH HAVE FOUND MATCHES 'AND HENCE NEED NOT WAIT :N
C ONE OF THE AWAIT QUEUES) CAN BRANCH TO THE SELECT NODE FOR
C ASSIGNMENT TO ONE OF THE MAIN CO QUEUES.
C

C It$ CODE CHANGE ADDED TO DISCARD ENGAGEMENT MESSAGES 11$
tXt HAT HAVE II = MATCH CODE (BEGIN PROSECUTION). IN

C ::t THOSE :ASES WHERE THE ID CODE PREVENTS EXECUTION.
It$ (ID INDEX = 5,6,7,8', THE ROUTINE MUST SET

C $It II DISCARD CODE SO THE MESSAGE WILL BE DISCARDED

IF PEN !DENT(PEN) .LT. 5) THEN

C Stl CONTINUE ORIGINAL COMATCH COQE
C : 11 :F D 5 wOSTILE ':.4)

IF (PEN IOENT(PEN) .GT. (i THEN
IF (MESSAGETYPE .NE. CO.ENG.MODEL) THEN

11 =ATCH CODE
END I-F

IF II .E. MATCH C:DE) THEN

CALL LEERMNE QUEUE

IF !vESSAGE TYPE .E5. CO ENG MODEL) THEN

A-a.
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ATRIB (CODETECTIONRPT) = TRUE
ATRIB (ALERT STATUS) TRUE

ENDIF
ENDIF

C 3: IF ID INDEX IS UNKNOWN (I OR 2) THEN ALLOW
$It PROSECUTION ONLY IF A FIGHTER CO (ITEM LESS THAN 4)

C $It ITEM IS THE INDEX FOR THE ORDER OF CO'S

ELSEIF (PEN IDENT(PEN) .LT. 3) THEN

* C IC ::CEWAS CNE CR TAO 'kND 1-E CC5
- FIGHTER THEN CONTINUE WITH ORIGINAL CODE
C

IF (ITEM .LT. 4) THEN
IF (MESSAGE TYPE ,NE. CO ENGMODEL) THEN

II = MATCH-CODE
ENDIF

IF (II .EQ. MATCHCODE) THEN
CALL DETERMINE-QUEUE

IF (MESSAGE-TYPE .EQ. CO ENS MODEL) THEN
ATRIB (CO DETECTION RPT) TRUE

ATRIB (ALERTSTATUS) TRUE
ENDIF

ENDIF

ENDIF

END I F

ELSE

II DISCARDCODE

ENDIF

RETURN
:ND

4,i

A-
4

•
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CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

C THIS FILE CONTAINS USERF AND SERVICE TIME. WHICH SERVE TO RETURN
THE SERVICE TIME FOR ACTIONS AT ANY STANDARD SERVICE NODE.

C
CCCCCCCCCCCCC CC~CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC C Ct

C USERF IS A STANDARD SLAM FUNCTION, USED FOR CALCULATING DURATIONS
C OF ACTIVITIES AND ASSIGNING ATTRIBUTES IN ASSIGN NODES. AT THIS
C POINT, ONLY THE FORMER USAGE OCCURS IN TADZ. USERF (1) IS CALLED
C TO DETERMINE THE SERVICE TIME IN A SYSTEM NODE. THIS IS ACTUALLY
C DONE IN FUNCTION SERVICE TIME. CALLED FROM HERE. AS IN SUBROUTINE
S EVENT. :CODE IS A SELECTOR VARIABLE, AND ALL VARIABLES AND VALUES
C USED IN THE CALCULATIONS ARE PASSED IN COMMON BLOCKS.
L.

C ALPHATECH, INC.
C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC ..

REAL FUNCTION USERF (ICODE)

IMPLICIT NONE

CCttl$l1NPUT VARIABLES

INTEGER ICODE
C INPUT CASE SELECTOR
C
CSSZZ UCOMMON BLOCKS AND PARAMETERS

INCLUDE 'DCO:PARAMETER.DIM'

CUU$tISLOCAL VARIABLES

REAL RETURN TIME
C RETURNS VALUE OF SERVICE TIME AT A GIVEN SYSTEM NODE

C$:UIUEXECUTABLE CODE

IF (ICODE.EO.SERV TIME CODE) THEN
:ALL SERVICE TIME (RETURN TIME)
USERF = ;ETURN.'IME

ELSE
WRITE ERROR.FILE, 1) 'ERROR IN USERF'
WRITE (ERROR-FILE. t) 'UNKNOWN FUNCTION CODE ', ICODE
CALL UERR FATAL)

RETljRN-

END

A-T2
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CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCcC

C ' SERVICE TIME (INPUT PARAMETERS PASSED IMPLICITLY IN THE

C COMMON BLOCK SCOMIABK, BECAUSE OF THE CONSTRAINTS
C IMPOSED BY SLAM) RETURNS TO THE GENERIC SYSTEM NODE THE SERVICE
C TIME AS A FUNCTION OF THE NUMBER OF REPORTS FUSED TO PRODUCE

C THE OUTPUT REPORT. IT INVOLVES MULTIPLE CALLS TO THE SLAM
C ROUTINES NFIND (FOR SEARCHING FILES TO FIND ENTITIES WITH
C MATCHING ATTRIBUTES) AND COPY (TO OBTAIN THE ATTRIBUTES Of THEE

ENTITIES). REPORTS ON THE ENTRIES DETERMINED BY SERVICE-TIME TO
C BE EXTRA INFORMATION ARE LOADED INTO THE COMMON BLOCK

REMOVAL -RECORDS FOR EVENTUAL DISCARDING IN REMOVE -DUPLICATE-MESSAGES
C IT DOES NOT WORK TO TRY TO REMOVE THOSE RECORDS FROM THE QUEUES

71 IN THE COURSE OF THIS ROUTINE.
C
C THIS SUBROUTINE SHOULD BE CALLED ONLY FROM THE SLAM FUNCTION

USERF.
C
C ALPHATECH, INC.

CCCCCCCCCCCCCCCCLcccCCCCCCCCCccccCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

SUBROUTINE SERVICE TIME (RETURN-TIME)
IMPLICIT NONE

C1111tOUTPUT PARAMETERS
*c

REAL RETURN TIME
SERVICE TIME RETURNED TO USERF

c
CSlttllCOMMCN BLOCKS AND PARAMETERS

INCLUDE 'DCO:SLAMPAPAM.DIM'
*INCLUDE 'DCO:SCOMI.SLM'

INCLUDE 'DC0*.PARAMETEP.DIM'
INCLUDE 'DCO:REMOVAL. INC'
INCLUDE 'OCO;SOINIT.PRM'
I IN CLUD E 'DCO.:SIINIT.PRM'
INCLUIDE 'DCO:Si7INIT.PRM'
INCLUDE 'DCO:C2INIT.PRM'
INCLUDE 'DCO:CIINIT.PPM'
INCLUDE 'DCO:C0INIT.PRM'

*INCLUDE 'DCO:SYSCOM.INC'

tlttEXTENAL FUNCTION

INTEGER NFIND
' C USED TO RETUPN RANK IN A FILE OF AN ENTRY 4IT4 GIVEN

ATTRIBUTES
INTEGER NNO



C SLAM FUNCTION RETURNS NUMBER OF ENTRIES IN A QUEUE

C$I2$$$ ADDED FOR EXPONENTIAL SERVICETIMES
REAL EXPON

C SLAM FUNCTION RETURNS A SAMPLE FROM AN EXPONENTIAL
-DISTRIBUTION WITH SPECIFIED MEAN

REAL UNFRM
C SLAM FUNCTION RETURNS A SAMPLE FROM A UNIFORM

DISTRIBUTION WITH SPECIFIED ENDPOINTS. USING GIVEN
C RANDOM NUMBER STREAM.
0 L OiCAL TRCE .ON
C TRUE 1FF THE SLAM TRACE FACILITY IS CURRENTLY ENABLED

CHARACTER$2 CLASS STRING
C CONVERTS INTEGER CLASS REPRESENTATION INTO A STRING

REAL CURR TIME
' C OBTAINS THE CURRENT TIME

C$::111LOCAL VARIABLES

REAL TEMPATRIB (NUM ATTRIBUTES)
ARRAY FOR TEMPORARY STORAGE OF ATTRIBUTES IN ENTITIES

C BEING REMOVED FROM THE QUEUES
INTEGER MESSAGE COUNT

C NUMBER OF MESSAGES BEING PROCESSED BY THIS SYSTEM
C NODE IN THE COURSE OF THIS CALL

INTEGER FILES (MAX FILESTOCHECK), CURRFILE
-TEMPORARIES TO STORE THE INDICES OF SLAM QUEUES FOR
C USE IN SEARCHING FOR DUPLICATE MESSAGES

_0GICAL MESSAGE FOUND IN-QUEUE (MAXFILES TOCHECK)
C FLAGS TO INDICATE WHETHER MATCHED MESSAGE WAS FOUND IN
-THE FILES NAMED IN ARRAY FILES.

INTEGER RANK
C TEMPORARY VARIABLES USED IN REMOVING MESSAGES FROM OUEUES

RANK POINTS TO A MESSAGE WITH MATCHING ATTRIBUTES
C (== CORRESPONDING TO THE SAME PENETRATOR)

REAL STORE SYS TARGET
C TEMP USED TO AVOID OVERWRITING CURR SYSTARGET

REAL STORE ALERT STATUS
C SIMILARLY STORES FIRST/CONTNUED REPORT STATUS OF

ORIGTNAL MESSAGE, AS MAINTAINED IN AT-RIBUTE ALERT-STATUS
REAL STORELASTCLASS, STORELAST ITEM

* "STORAGE LOCATIONS FOR NAME OF LAST SYSTEM NODE THAT THIS
C MESSAGE PASSES THROUGH. THIS MUST BE PROPERLY SAVED Sr
* THAT THE ALLOCATION TABLE UPDATING ROUTINE CAN PROPERLY
C DETERMINE IF THE CURRENT MESSAGE 15 THE CUPFENT SYSTEM

MESSAGE' ABOUT THE GIVEN PENETRATOR. AND NOT AN ATTEMPT
C TO PRODUCE ANOTHER FIRST REPORT (AND HENCE A MULTIPLE
- ALLOCATION) SOMEWHERE.

REAL STORE CO DETECTIN -RPT
SAVES AND ACCUMULATES THE VALUE OF O DEECTION RPT. IF

.... _-:.T* .o , I
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C ANY OF THE MERGED MESSAGES ARE MARKED AS HAVING TRACK
CINFORMATION SUFFICIENT TO CONDUCT AN ENGAGEMENT, THEN
C THE AGGREGATED MESSAGE SHOULD

INTEGER C.SIDE.CLASS, C SIDE ITEM
C ALSO POTENTIALLY USED IN GENERATING THE APPROPRIATE

ENTRIES FOR LAST CLASS, LAST-ITEM IN THE OUTGOING MESSAGE
INTEGER INT LAST CLASS

C NEAREST INTEGER TO ATRIB (LASTCLASS); USED FOR COMPARISONS
INTEGER I, J

C COUNTERS
INTEGER PEN

C PENETRATOR TAIL NUMBER
INTEGER CLASS, ITEM

C SYSTEM NODE AT WHICH SERVICE IS BEING PERFORMED
REAL TEMP CURR TIME

C SAVES THE RETURNED VALUE OF THE CURRENT TIME
C
C THE FOLLOWING VARIABLES ARE USED TO STORE THE PARAMETERS EXTRACTED
C FROM THE VARIOUS NODE INITIALIZATION BLOCKS. THESE VALUES ARE USED
C IN THE FINAL CALCULATION OF THE SERVICE TIME.
C

REAL FIRST-TIME
C TIME FOR A FIRST REPORT TO BE PROCESSED AT THE GIVEN NODE

REAL CONTINUED TIME
C DITTO FOR A CONTINUED REPORT

REAL FUSION TIME
C ADDITIONAL TIME REQUIRED FOR EACH ADDITIONAL MESSAGE TO
C BE FUSED WITH THE PREVIOUSLY FOUND MESSAGES REGARDING
C THE SAME PENETRATOR

REAL FIRST-MESSAGE TIME
C TIME REQUIRED TO SERVICE THE FIRST MESSAGE, DEPENDING ON

WHETHER IT IS A FIRST OR A CONTINUED REPORT, INCLUDING
C STOCHASTIC EFFECTS

REAL FUSION SUM
C SUM TOTAL OF TIME REQUIRED TO PERFORM FUSION ON
- ADDITIONAL MESSAGES BEING FUSED WITH ORIGINAL MESSAGE--
C ALSO STOCHASTIC

REAL MULTIPLIER
C IF THE NODE PERFORMING THE SERVICE IS NOT PERFORMING !TS

ORIGINAL FUNCTION, IT CAN BE EXPECTED TO 'AKE LONGER TO
C CrMPLETE SERVICE. MULTIPLIER 15 USED TO ADD THAT ADDITIONAL

TER4 TO THE EXPRESSION FOR SERVICE TIME.
C

" CISISIlEXECUTABLE CODE

C ONE SIDE EFFECT OF THIS FUNCTION IS TO POESIBLY RESET THE Xy
* VARIABLE ASSOCIATED WITH THIS QUEUE TO TALLY THE BUSY STATUS
C CF THE QUEUE THIS MESSAGE WAS TUST TAKEN FROM, TO CALCULATE
O THE PROBAiILITY OF QUEUEING FOR A MESSAGE OF THIS TYPE
C

IF !NNO NIJT :ATRI tMOST.RECENT OUEUE))) .EO. 0) THEN
XX (NINT fATRIB (MOST RECENT OUEUE)) 0
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ENDIF

C THE MESSAGE COMING OUT OF THIS PROCESS IS THE MESSAGE OF
HIGHEST PRIORITY FOUND IN THE CURRENT C3 NODE.

C THE NUMBER OF MESSAGES FUSED TO GENERATE THIS MESSAGE IS
C A FACTOR IN DETERMINING THE AGGREGATE SERVICE TIME.
C THE MESSAGE, HOWEVER, MUST INDICATE THAT THERE IS A CURRENT
C SYSTEM TARGET IF ANY OF THE FUSED MESSAGES SAY THERE IS, EVEN
C IF THE LATEST MESSAGE DOES NOT SAY SO. SINCE ALL MESSAGES
C REGARDING SYSTEM TARGETS ARE OF THE HIGHEST PRIORITY, IF THE
C INPUT MESSAGE TO THIS NODE (WITH ATTRIBUTES IN ATRIB) DOES NOT

STATE THAT THE SYSTEM IS ENDANGERED, THEN NONE OF THE MESSAGES
C REGARDING THIS PENETRATOR WILL. THIS ATTRIBUTE !S STCRED IN

STORE SYS TARGET, TO BE RESTORED TO THE FINAL MESSAGE UPON
C LEAVING THIS PROCESS. SIMILARLY, IF THE REPORT BEING SERVICED
C IS NEITHER AN INDICATION OF IMPENDING DANGER TO THE SYSTEM NOR
C A FIRST REPORT, THEN ALL THE OTHER REPORTS MERGED WITH IT HERE
C WILL ALSO BE CONTINUED REPORTS.
C
C IT IS ALSO NECESSARY TO SAVE THE LAST CLASS AND ITEM THAT THIS
C MESSAGE PASSED THROUGH, FOR THOSE VALUES ARE NEEDED FOR THE
C PROPER MAINTAINENCE OF THE ALLOCATION TABLE, AS WILL BE SEEN
C BELOW.
C

STORE SYS TARGET = ATRIB (CURR SYS TARGET)
3TORE ALERT STATUS = ATRIB (ALERT STATUS)
STORE LAST CLASS = ATRIB (LAST CLASS)
STORE LAST ITEM = ATRIB (LAST ITEM)
STORECO DETECTIONRPT = ATRIB (CO.DETECTION RPT)

SIDE CLASS = 0
C.SIDE ITEM = 0

PEN = NINT (ATRIB (TRUE PEN NO))
LASS = NINT (ATRIB (CURRENT CLASS))
ITEM = NINT (ATRIB (CURRENT ITEM))
MESSAGE-COUNT = NINT (ATRIB (CURR.NUM MESSAGES))

C DETERMINE WHAT FILES MESSAGES ABOUT THIS PENETRATOR MAY BE IN

CALL GETFILES (CLASS, ITEM, FILES, ATRIB)

C
DO I = 1, MAX FILES TO CHECK

MESSAGEFOUND INQUEUE (I) .FALSE.
ENDDO

DO 1 = 1, MAXFILESTO.CXE K
' URRFILE FILES (I)

C CHECK EACH OF THESE FILES FOR FURTHER MESSAGES RESAFOING THIS
] PENETRATOR.
C

A - 4(-
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IF (CURRFILE ,NE. 0) THEN
RANK 1 I

C START SEARCHING FROM THE FIRST ENTRY
C

DOWHILE ((RANK .NE. 0) .AND. (RANK .LE. NNG (CURRFILE)))
RANK = NFIND (RANK, CURRFILE, TRUE.PEN.NO. 0,

I ATRIB (TRUE.PEN.NO), 0)
0
C THESE PARAMETERS CAUSE SLAM TO LOOK FOR AN ENTRY IN FILE
C CURRFiLE WHOSE ATTRIBUTE TRUE PEN NO IS AN EXACT MATCH FOR THE
C SAME ATTRIBUTE IN THE ARRAY ATRIB, I.E. THE MESSAGE REFERS TO
STHE SAME PENETRATOR. THE REMAINDER OF THIS DO LOOP IS EXECUTED
C ONLY IF SUCH A MATCH WAS FOUND.

IF (RANK .NE. 0) THEN
MESSAGE.FOUND.IN.QUEUE (1) = TRUE.
CALL COPY (RANK, CURRFILE, TEMP.ATRIB)
MESSAGE-COUNT = MESSAGE COUNT + NINT (TEMP ATRIB

I (CURR.NUMMESSAGES))

C SAVE THE LAST SYSTEM NODE IF THAT NODE WAS A C SIDE NODE.

INT.LAST.CLASS = NINT (TEMP.ATRIB (LAST.CLASS))
IF ((INT LAST CLASS ,EQ. C2) ,OR.

1 (INT LAST CLASS ,E. Cl) .OR.
2 (INT LAST CLASS ,EQ. CO) THEN

C SIDE CLASS = INT LAST CLASS
Z SIDE ITEM z NINT (TEMP ATRIB (LAST.ITEM))

ENDIF

IF (TEMP.ATRIB (CO DETECTION.RPT) ,El TRUE)
THEN

STORE CO DETECTION.RPT = TRUE
ENDIF

IF (TEMP.ATRIB (LAST-REPORT TIME) .5T.
I ATRIB (LAST REPORTT!ME)) THEN

C
C THE REPORT JUST RETRIEVED FFOM THE OUEUE IS MORE RECENT THAN

7HE PREVIOUS ONE. REPLACE 'HE OLDER REPORT WITH THE NEWER ONE

DO J = 1, NUM ATRIB jSED
° ATFIB (J) = TEMP.ATRIB J)

ENDDO
ENDIF

C GO ON TO THE NEXT MESSAGE IN THE FILE FOR THE NEXT TIME THROUgH
I7

-
THE LOOP

C
;ANK FANK + i

* -. *, S * * i
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ENDIF
ENDDO

C
C NOW CURRFILE MAY HAVE BEEN EMPTIED OF MESSAGES IN THE PROCESS
C OF PERFORMING THIS MERGER. IF SO, THEN RESET THE XX VARIABLE
C WHICH INDICATES WHETHER THERE IS A MESSAGE IN CURRFILE. (IT

CAUSES NO HARM TO PERFORM THIS RESET IF THE FILE WAS INDEED
C EMPTY ALREADY.)

IF (NNQ (CURRFILE) .EQ. 0) THEN
XX (CURRFILE) = 0.0

4ENDIF

ENDIF
ENDDO

C

C AT THIS POINT MESSAGE COUNT CONTAINS A COUNT OF THE NUMBER OF
MESSAGES FOUND THAT REFERRED TO THE TARGET CURRENTLY UNDER

C CONSIDEPATICN. THE FILE(S) IN WHICH ANY DUPLICATE MESSAGE IS
LOCATED ARE INDICATED BY .TRUE. ENTRIES IN MESSAGE FOUND IN QUEUE.

C THE ATTRIBUTES OF THE MOST RECENT MESSAGE (WHICH IS NOT
NECESSARILY THE MESSAGE THAT WAS ORIGINALLY BEING SERVED) ARE

C LOCATED IN ARRAY ATRIB, AND THE VARIABLE STORE SYS.TARGET
*CONTAINS A VALUE WHICH INDICATES WHETHER ANY OF THE MESSAGES
C INDICATED THAT A SYSTEM COMPONENT WAS IMMINENTLY UNDER ATTACK.

NOW CLEAN UP THESE VALUES.
C

00 1 = 1, MAX_FILESTO CHECK
IF (MESSAGE FOUND IN QUEUE (1)) THEN

C INDICATE IN COMMON BLOCK PASSED TO REMOVAL SYSTEM NODE THAT THIS
- FILE MUST BE SEARCHED FOR ELEMENTS MATCHING THE PENETRATOR
C NUMBER. IT WOULD :NDEED BE MORE NATURAL TO SIMPLY DISCARD ALL
C THE DUPLICATED MESSAGES HERE, BUT DOING SO IN THE CONTEXT OF THE
C SLAM FUNCTION USERF (WHERE SERVTIME IS CALLED) CAUSES THE
*POINTER MFA (WHICH LOCATES THE HEAD OF THE FREE MESSAGE SLOT
C LIST IN THE COMMON ARRAY NSETi/SET) TO BE DISLOCATED, AND SLAM

EITHER DIES FAIRLY SHORTLY THEREAFTER OR ELSE YIELDS TRUE
C NONSENSE FOR THE NEXT ACTIONS.

NUM FILES TO SEARCH = NUMFILES TO SEARCH + I

IF (NUM FILES TO SEARCH .GT. MAX FILES TO MATCH) THEN
ORITE (ERROFFILE, t) 'ERROR IN SERVICETIME'
WRITE ERROR FILE, 1) 'OVERFLOW OF LIST OF FILES ,

+ 'MARKED FOR DELETION'
WRITE (ERROR-FILE, 1) 'FILES NAMED TO BE SEARCHED'
WRITE (ERROR-FILE, I) (FILES TO SEARCH (J), ' = 1,

+ MAX FILES TO MATCH)
CALL UERR (FATAL)

ELSE
FILES TO SEARCH (NUM.FILES.TOSEARCH) FILES (1)
ATFIBVALUE.TOMATCH (NUN FILES TO SEARCH) =

I ATRIB (TRUE PEN NO)
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ENDIF
EINDIF

ENDDO
C

ATRID (CURRSYS.TARGET) z STORESYS TARGET
ATRIB (ALERT.STATUS) z STORE.ALERT.STATUS
IF (ATRIB (HANDOVER.MESSAGE) .EQ. TRUE) THEN

ATRIB (CO DETECTION.RPT) = FALSE
C
C ... SINCE A HANDOVER MESSAGE IS BEING PASSED UP THE CHAIN OF

COMMAND, THE TRACK INFORMATION THAT MAY BE ASSOCIATED WITH THIS
C MESSAGE CAN NO LONGER BE RELEVANT: IT WASN'T POSSIBLE TO PERFORM

PROSECUTION IN THE IMMEDIATE NEIGHBORHOOD
C

ELSE
ATRIB (CODETECTIONRPT) = STORE.CO.DETECTIONRPT

ENDIF
C
C NOW RESET THE LAST CLASS AND LAST ITEM ATTRIBUTES, SO THAT ANY
C MESSAGE THAT CAME FROM THE C SIDE HAS ITS SOURCE NODE PRESERVED.
C THE ORDERING IS CHOSEN SO THAT IF THE ORIGINAL MESSAGE BEING
C PROCESSED (I.E. THE MESSAGE AT THIS NODE OF THE HIGHEST
C PRIORITY) CAME FROM THE C SIDE, THEN ITS SOURCE NODE IS THE
C SOURCE NODE OF THE ENSUING MESSAGE. OTHERWISE IF ANY OTHER
C MESSAGE CAME FROM THE C SIDE THEN USE ITS SOURCE NODE, AS SAVED

IN C.SIDE.CLASS AND C.SIDE.ITEM. IN ANY OTHER CASE IT SUFFICES
C TO USE THE MOST RECENT MESSAGE'S LAST CLASS/ITEM.

INT LAST CLASS = NINT (STORE LAST CLASS)
IF ((INT.LASTCLASS ,EO. C2) ,OR. (INT LAST.CLASS ,EQ. CI)
1 .OR. (INT LAST CLASS .EQ. CO)) THEN

ATRIB (LAST CLASS) = STORE LAST CLASS
ATRIB (LAST-ITEM) = STORELAST.ITEM

*LSEIF (C SIDE CLASS .NE. 0) THEN
ATRIB (LAST-CLASS) = C.SIDE_CLASS
ATRIB (LAST ITEM) =C SIDE ITEM

ENDIF

C COLLECT THE APPROPRIATE PARAMETERS FOR SERVICE BASE TIMES FROM
THE VARIOUS INITIALIZATION COMMON BLOCKS, DEPENDING IN THE

C CLASS OF NODE PERFORMING THE SERVICE. ONLY FOP S2 AND C2 NODES
:.N MULTIPLIER TERMS OTHER THAN I APPLY.

C
* IF i'LASS .EQ. SO) THEN

cIRST _TIME = FIRSTS0_SERVICE 'ITEm
CCNTINUED.TIME = CONTSOSERVICE (ITEM)
USION.TIME = FUSION.SOSERVICE (ITEM)
MULTIPLIER = I

ELcEIF (CLASS .EQ. S1) THEN
FIRST TIME FIRST SISERVICE (ITEM)
29NTN.UED T:M CONT.S31SERVICE flTEM)
FUSION TIME FUSIONSISERVICE (ITEM)
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MULTIPLIER 1

ELSEIF (CLASS Eg. S2) THEN
FIRST-TIME = FIRSTS2.SERVICE (ITEM)
CONTINUED-TIME = CONT.S2.SERVICE (ITEM)
FUSION TIME a FUSION S2 SERVICE (ITEM)
IF (ACTUAL S2 CLASS .EO. SI) THEN

MULTIPLIER = 1 / SIS2MULTIPLIER (ACTUAL S2.ITEM)
ELSE

MULTIPLIER = I
ENDIF

ELSEIF (CLASS .E0. C2) THEN
FIRST-TIME = FIRST C2 SERVICE (ITEM)
CONTINUED TIME = CONT C2 SERVICE (ITEM)
FUSION TIME = FUSION.C2.SERVICE (ITEM)
IF (ACTUAL C2 CLASS .EQ. Ci) THEN

MULTIPLIER = / CI C2 MULTIPLIER (ACTUAL C2 ITEM)

ENSE MULTIPLIER = I
ENDIF

ELSEIF (CLASS .EO. Cl) THEN
FIRSTTIME = FIRST.Ci SERVICE (ITEM)
CONTINUED-TIME = CONT.CI.SERVICE (ITEM)
FUSION TIME = FUSION.Ci.SERVICE (ITEM)
MULTIPLIER = I

ELSEIF (CLASS .EO. CO) THEN
FIRST-TIME = FIRST CO SERVICE (ITEM)
CONTINUED TIME = CONT CO SERVICE (ITEM)
FUSION TIME = FUSIONCO SERVICE (ITEM)
MULTIPLIER = I

ENDIF

C NOW SET THE RETURN TIME BASED ON THE VALUES HERE

IF ((ATR!B (CURRSYS TARGET) .EO. TRUE) .OR.

1 (ATRIB (ALERT STATUS) .EQ. TRUE,) THEN
FIRST MESSAGE TIME = EXPON(FIRST-TIME, 1)

ClIS1111$ NOTE THE CHANGE TO EXPONENTIAL FIRST SERVICE TIMES
* CUII ltl THE ORIGINAL COD IS COMMENTED OUT BELOW
C
C F!RST !EESAGETIME = UNFRM

+ (LOW LIM MULT - - $rST TIME,
C + HIGH LIM MULT I FIRST ,

ELSE
FIRST MESSAGE.TIME UNFRM

+ LOW-LIMMULT t CONTINUED.TIME,
+ HIGH LIM MULT t CONTINUEDT..., .)

C IF (F';ST.lESSAGE TIME .CT. 1C) THEN
FIRSTMESSAGE.TIME 150

A-44
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C ENDIF
C

FUSION SUM - 0.0
DO I = 2, MESSAGE.COUNT

FUSION-SUM = FUSION-SUM + UNFRM
+ (LOW LIM MULT I FUSION_TIME,
+ HIGH.LIM.MULT I FUSIONTIME, 1)
ENDDO

RETURN TIME = MULTIPLIER I (FIRST MESSAGE TIME + FUSION SUM)
0 IF (TRACE.ON 0) THEN
D WRITE (TRACEFILE, 5)

-,-RIE (TRACEFILE, I) '.----------
D WRITE (TRACEFILE, ,)
D TEMP.CURR.TIME x CURR TIME (1)
D WRITE (TRACEFILE, 5) 'CURRENT TIME ', TEMPCURR TIME
O WRITE (TRACEFILE, ,) 'BEGINNING SERVICE ON MESSAGE AT ',

D + 'NODE ', CLASS STRING (CLASS), ' ', ITEM
0 WRITE (TRACEFILE, 1) 'PENETRATOR TAIL NUMBER ',PEN
D WRITE (TRACEFILE, t)
D IF ((ATRIB (CURR.SYS.TARGET) .EQ. TRUE) .OR.
D I (ATRIB (ALERT STATUS) .EQ. TRUE)) THEN
D WRITE (TRACEFILE, 5) 'FIRST REPORT BEING PROCESSED'
D ELSE
D WRITE (TRACEFILE, t) 'CENTINUED REPORT BEING PROCESSED'
O ENDIF
I IF (MESSAGE COUNT .GT. 1) THEN
D WRITE (TRACEFILE, t) MESSAGECOUNT, ' MESSAGES MERGED ',
D + 'TO PRODUCE THIS REPORT'
J ENDIF
D WRITE (TRACEFILE, t)
O WRITE (TRACEFILE, 2) 'FINAL SERVICE TIME : RETURN-TIME
0 WRITE (TRACEFILE, 5) 'THIS SERVICE WILL BE COMPLETED AT ',

D + 'TINE , TEMP CURR T!ME + RETURN TIME
D WRITE (TRACEFILE, U
. ..WRITE (TRACEFILE, t) ------------------------
D WRITE (TRACEFILE, 5)
O ENOIF
C

RETURN
END
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AF'ENDT 7 Y Ti' 7- Fr C -S' MANUAL

T a co-n'-1 icated model con sistinQ - both SL AM and

F UFT4 o: n71 h-, te oUr~ce C~ tE Ee F. ' 9 t- e

used it.i-a-ica scenario, the user ne e only 1 e

concerned with the "input files" and imolementatior.

proceur Ltn' D TFEDZ This appendi' will dr -- be the in Ut

files recuired to run the model along with a step by, step

implementation Ouide. The basic format for these wor-s:_heets

was created by Mr. Rick Bowman, FTD/TQC [BOWMAN. 196'5).

Input Files

For TADZ to model even the simplest of tactical

eI nimum of thirty-one input files must be

created o the user. There are four major classes of input

data:

I. gecorapny of the air defense zone (AD'Z)

* ~ ~ . :x Z.r or e 1. Js?- l

penetrator order of battle

4. control of the simulation and outputs

This user' s -Ude will essentiall abbreviate the informati-n

that is found :n the TADZ User's Guide [Merriman et al,

1984]. For more detailed explaination or descriptions of+

6-I



these inoUt -:ies. -e-er :c th ,t re+feren:_e. Several cf the

U t e. a. t houah n eed - '' rUr the rndeI, do no t reaL,. 're

user maniiDulation +cr the tactical scenarlo utsed here. Tese

-iles will not be eIescribed in this appendi;., however the

e::a:I..m - + ea=ch type -f inmut file are provided in ,end:>

.4o

SYLS:LM.DAT. Thi file is the first file read. since :t

rtc,#=n. dimensioninc dat:a +or several other input files

-LIM sets the number Do elements in the C+-' system being

moedeed., to! iMClude the number Tf "nodes" i n the network. the

number o Qenetrator type-, and the number of paths or routes
--4

used by those Denetrattors. All these parameters are bounded

b" limits which are set in the global parameter file. Care

should be taken not to ei:ceed these limits, although the

-;urrent Iimits are set well above the numbers required to

model the scenari for the thesis. Another "caveat": it iE

critical to keec the parameters consistent across the in=ut

-ile-. as these numbers are used in the loadinq of the common

blocks and arrays used in the simulation.

FARAMETER VALUE

NUMLREF OF F 's (NUMRADAR)

NUM I 1r & LI s (NUM30)

!',JMP7F 3 1 (PSUMSI)

B3-2
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NUL!M PER' 0F N' (UMqSZ MUS7 =2.

NUMB~ER OF C 'S (NUfMC) M U T7 = I

NIUMBER OF C (NUMC 1'.'

NUIMBER OF ( NUMC)"

N lrltDEF OF r-;r'N;ETF:"TOR: TYPES (NUM:'IENTYPES)

40
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RC.D AT. The iles sliee '  and tv~e intormat:izm ..

.... ea._ - =.a a modeled in the sster. Ir. this scenario,

there, sre 's modeled: -;our SEAM locations and three EW

.-1,_-. T,_ EW rs are cc-io'-ated nd arc neede- to mcel

a c:ot'I Ir -r-r eac Fn C : ;oirt within the AD. The

r_, the o.l -..... n, _ low ng ,am; 1 e descr i bes the reLi red

in -orm atio rn nm:, re detail.

PP.....R.. -EF, VALU E

-L]: -,IO.: !"T. ALTITUDE

TENTHE OF DEGREES, METERS
* TITUDE INCLUDES ANTENNA HEIGHT

1DENT7r FI:f-TIO' Of RADAR TYPE:
( L T 7Y FT
RELATI V E POsITON IN EXEC FILE
E.G. THE FIFTH RADAR ON THE LIST

IS R"ADAR Y ... '

,NJh5ER 0OF MASI!NG ANGLES WHERE TERRAIN

MASKING OCCURS:
(NI_ MM ASt::IA4GLE S)

_, ." E L E.

AZIMUTH AhD ELEVATION FOR THE
ANGLES ABOVE

STFUrTLRE ,'HAF;,NEEE. DES I GNA'TI ON :CF' RADAR:
S:CTRUCTURE)

NOT UJE:ED, BLIT A NUMBEF MUET BE INPUT'
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N'IMF O . F S SUPEF't)ISDRE FOlR THIE J R:
_ CAN OINLY HAVE ONE;

INDEX, OF THE S SU'P E R VIS C,
'I R:EO REiTVEFSTION IN EXEC FILE

TIME TO FROCESS FIRST REPORTE (SECONDS):
(F FST R;-. 3E RYICEr--

TIME TO PR*OC"ES:S CONTINUED REFORTS (SECONDS):
C(F2,41T R)S E R VCE)

TIME TOD FUSE TWO MESSAGEES:
F rUSNR-O)SER'Y ICE)

45



rwr ~ -. 'rr. r~ r r r rrr p pr -'e w -r sn p r' TWP r rrsjrsr IF - v vjrjT 7vI W-t C. ww i wu v 4-v' -4 WI W.- S r-

S §,.rAI These files contain the descriptions of the

S': n the networ k. The information reQUi red Is Q iI te

smil.ar to the R,..DAT files. For the tactical scenario

Z::_en for this= orciect. the number of Sc)'s is eaual tc the

number of W- a. a the ex'plainations in the e;.amle fia.e

shoul__d cl-ri. an,, muestions that arise. One caution in this

file: when describing the connectivity -from the S", this

node zn b= 1inked to either an S or an S nmde but not

t . The region o-f respolnsibility for an SW is defined

implicitl., as the union of the regions of all the radars that

remnr- to it.

PARAMETER VYALUE

LOCATION: LAT, LONG5 , ALT
TENTHS OF )EGREES, METERS

('BOLOCATION)

STRUCTURE/HARDNESS DESIGNATION:
(5QSTRUCTURE)

NUM.EE OF 1 ELUF'E.ORS FOR THIS.

MUST BE EITHER C) OR 1 1

CAN BE LINKED WITH AN S OR S-,
BUT NOT BOTH!

1

INDEX OF SE SUFER (IES ) :
RELArIYE POSITIOH IN EYEC FILE
LEAYE BLANK IF NO UF : ''

e PB- 6

-3
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C) C)

NL!MBE DF C- NO0SDESE C0,N N E C TE 1 TO THI S S:
r~.!ClC c ') M B E EI THER C) OR C1,N BE LINK-*ED

TO P-1 C OR C BUT NO0T BOTH!

N DE r-OC1F C SUPER (1F.)
RELP1T I E POSITION IN EXEC FILE
BLAWNK IF NO ' LINKW:

N~rIEEF DF C CONNECT IONS (NOES;0CI)
MUSj BE 0 OR I

T NDEX -JF C1I SUPER (lSQC1

NUMPEP OF E- SU P E RY I SOP RS (NOS)Sc2)

MU ST 2-E C)0 OR 1

INDEX OF S- SULPE R ( IS05S2)
LEA-YE BLAW:N IF NONE

TIME.' TO PROCESS FIRST REPORTS (FRSTSC SERVICE):
IN SECONDS

TIME TO PROCESS CONTINUED REPORTS
\CON-t-T'f)SSEPY .,ICE) IN SECONDS

TIME TO FUSE TWO MESSAGES ON SAME TARGET
* rFSNSCSERYCEJIN SECONDS

P-7
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S xx.DAT. This file contains. much the same information

rezu: red in the -~i,..DAT files. The S node is found one

level "u,-_" the hei rar chy in the C-' network. The last two

varieies in this type of file (1:_2_SELECT and

_S_ MULTIPLIER) are used when the network must be

reconigured when nodes are destroyed by the attacking

enetrators. This effort did not employ this capability of

TADZ. The interested user is referred to the TADZ User's

Guide fr more information on this subject [Merriman et al,

1984: L:. (-,].

PARAMETER VALUE

LOCATION (S1LOCATION):

N LAT. LONG. ELEY.
'i

STRUCTURE/HARDNESS (EISTRUCTLIRE): I

" S 1
NUMBER OF S SUPERS FOR THIS S

(N01S!2) MUST BE 0 OR 1

* 'Nn~YEL T14 ;' m-F Il:

F-ELTI YE F:OSTITION IN EXEC FILE

1 1
NUMBER OF C 1 LINKS TO THIS S

(NOS1C1) MUST BE C) OR 1

I
INDEX OF THE C' SUPER (ISICi):

RELATIVE POSITION IN EXEC FILE

B-8
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PROC.ESS TIME FOR FIRST REPORTS:
(FRET~ISSERVICE) IN SECONDS

TIME FOR~ CONTINUED REPORTS:
(CON-Tc--lERYCE' IN SECONDS

7TM-E TO FUSE TWO REPORTS (FLJSNSISERVICE):

REL~ rYEPRIRITY FOR THIS S O E:LC C)

S' (ES6SELECT):
INPUT REQLUIRED, PUT NOT MODELED IN THIS

1PRFORMANCE CAF"BILITY As S :

(SECMUL TI FLIER) XOF ORIGINAL S
CAPPL I TY



S:' .DAT. The S - nodes are vet another step up the

netzork "Chain". These nodes are described in the same

manner as the E and nodes. The regior, of respznsibi-ity

of the SE is the tnion of the regions defined in the E and

* 1
S in puies "below" or repor-ting to it.

PARAMETER VALUE

LOCATION (SZLOCATION):
TENTHS OF DEGREES. METERS

STRUCTURE/HARDNESS (S2STRUCTURE):
NOT USED IN THIS SCENARIO, BUT
MUST INFUT A NUMBER'

NUMBER OF' C - SUPERS FOR THIS 1:
(%. S2C2 MUST BE 1

INDEX OF C SUFERYISOF (IS2C2): 1

RELATIVE POSITION IN EXEC FILE

FIRST REFORT FROCESS TIME (FRSTS:SERVICE):

t,%T!n_': RETF:T SEVYICE TIME (OTS2SEF'!CE)

FUSION TIME FOR MESSAGEE (FUSNS2SERYICE):

,%
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,:.A__.. . This file contains the information de.criing.

_- Erc upper Ilevel o. the ,.mmand" structure ,_, the

+ t.-c- Anr *pl :.t ceocraphic area of responri tt
e w .. . ...r. 4- .1 4 1. . .e, - -_' ,n

"- -fiie. This area ia ac tua ou te oter boundary

or c.,e-r .'E" Z req i = . The el e vati one of the boundar,/ p,-i...

are n,_ot required here as the airspace is aSsumed to e'x tend

from the Qground to infinity above the defined region. Note

that there are no network connections desoribed in this file.

All required connections are given in the appropriate S 2  C 1

and C inpUt files.

PARAMETER VALUE

LOCATIOL.! (C2LOCATION):

LAT, 'ONG, ALTITUDE
TENTHS OF DEGREES AND METERS

STRUCTUIE/HARDNESS DESIGNATION (C2STRUCTURE): 1.
NOT USED., BUT INPUT IS REQUIRED

NUMBER OF C BOUNDARY POINTS (C2GBOUND):

MAX OP 21, POINTS TO DESF- 1BE THE ARE A OP
RESPONSIBILITY OF THE C'

LAT, LONG OF BOUNDARY POINTS (C2BOUNDARY): LAT LONG
TENTHS OF DEGREES

FIRST C SERVICE TIME (FRSTC2SERVICE): 0

IN SECONDS--TIME TO MAKE ASSIGNMENT
MODELEI AE 0 IN THIE SCENARIO

B-il
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CONTINUED: C~ SERVICE TIME (CONTC'ZSEFY-,ICE):C
IN SECONDS

TIME TO FLISE TWO MESSAGES ON*~ SAME TRACK: : C.
(FUSNCSERVICE) IN SECONDS

(FS9'



C1,.DA T. This file contains the infor,,,ation desc-r, bi n

the command level just above the missile sites. In the TA7S

scena.rio this node represents the ADLO located in the CRC.

PARAMETER VALUE

LOCATION (CILOCATION):
LAT. LONG. ALT (TENTHS OF DEGREES)

STRUCTURE (CISTRUCTURE)
NOT USED IN THE TACTICAL SCENARIO

NUMBER OF BOUNDARY POINTS (ClGBOUND)
(MAX OF 27,

LAT, LONG OF BOUNDARY POINTS (CIBOUNDARY) LAT: LONG:
(TENTHS OF DEGREES)

NUMBER OF C2 SUPERVISORS (N(CICC2)
(EITHER 0 OR I)

INDEX OF C SUPER (IC1C2)
(RELATIVE POSITION IN EXEC FILE
LEAVE BLAP4K IF NONE)

TIME TO EVAL ASSIGNMENT ETATUS AND
MAK-E ASSIGNMENT OR HANDOVER (SECONDS)
(FRTC1SERVICE) 0i

TIME TO SE.ND TRACK DATA TO C(s
UNDER CONTROL (SECS)

.CONTC 1 BER. ICE) 0

,2.,,



TIME TOD FUSE ME=BT-: DE~N SAME TRACK
(FUEN C *1 S E F 1.TCE,

* FEL~t'lIY,') PF,,flORTTY FOR~ THIS C TO
RELC C C) NO0T E LT-I BE'E

OF'II T NAL C'- CAPABEILITY)
(C-1.C'2M UL!T I'TEF)1

* EB-1 4
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PATHSI. This file contains the path data for the

routing of the enemy penetrators. The different rateE are

inde::'ed sequentially and are addressed by this indef number

in :, ther rartE o the code e.g. (PENTIM.DAT).

F-t, ,JMETP Y, .V LUE

NIUMBEF OF POINTS IN PATH/ROUTE

MAY SF 2_ POINJTS (NPOINTSI)

LAT, LONGALT OF EACH FOINT ALONG
PAiTH (TENTHS. OF DEGREES., METERS)
(I POINTS I )

** FIRST POINT OF THE PATH MUST LIE
OUTSIDE OF C- BOUNDARY AND ALL
RADAR COVERAGE . INCLUDING LINE OF SIGHT!!

* THESE INFUTS ARE REPEATED FOR THE
DESIRED NUMBER OF PATHS. ENSURE THE NUMBER
OF PATHS EQUALS THAT SET IN SYSLIM.DAT.

B-15
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PE t, 1 SI D A T This i_ ile contains the ,-_ i the

di.f-eren. penetrator I',np_ being mod le d in the scenario.

Eiam ,IE: =F ':at. 2=Flomer, 7=Bea.r. Maxi mum --F 4 types

cv Lb. :e:r'b .e The -elatve position cz the menet-rto- in

t h I ieerr-, se th e pr o se z ut 4 on r-, r tv - tntVE

E.c. tyZ e 1 i. the highest priority.

F: AF:A METEF VALUE

iNDEV 1" OF F'ENETRATOR TYPE 1
(PEN Tr' YPE-

PENETRATOF, VELOCITY (M/SEC)
(PENSPEEI.)

PENETRATDF RADAR CROSS SECTION (M )
(F E NC RtiES

NUMEEF: OF WARHEADS BY TYPE CARRIED

PY THE r-ENETRATOR. MUST HAVE 5 ENTRIES

EVEN IF LES'S THAN WARHEADS DEFINED IN

WPD.DT FILE. (PENBOMBS) E.G. 48. BOO -

- EC:" M' F v:W~bEF J (W ' .MH ) ,9

R E - , I F'!,.,... TWO VAU ES , n,"  NOT

CURRF'E!,'-LV USED (ECMPOWER)

*. REPEAT THE ABOVE VALUES FOR UP TO 4 FE!'.. TYPES.

NLUMPEF IDEFINED MUST AGREE WITH SYSLIM.DAT.

E.
B-16 '
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F'(:1L K.D.T. Thi -I zzntai m= the i r,.ormatat -, c r t-,e

Efl.rt '-s.ne s:1's o-. the menetr atrt agqai nst the f .i3ter

Iter tr; (Fn I'C . The- "tTzatr - s" -ize will be the number a,.;

.t t t . . r F m types a de ined r the

.NET. D_.WET AF:gA. L'T T + tIe: rea, ect ie , v.

F ME T' R, VAL UE

PPOEA .IILITY OF i LL M ATPX FI-1 FI-2 FI-:7. ......
(PE. ON UNIT)

PEN- I

PEN-2

FE N-C

FEN-4

VALUES IN THE MATP'IX RANGE FROM 0 TO 1. C). THESE VALLIEE
:HOULE' ONLY BE NON-ZERO IF THE F'ENETRATOR ACTUALLY HA S THE

PAF I BILITY TO FIRE SHORT RANGE GUNS OR MISSILES AGAINET - ' s.

-.

I .



EA.Thi zta <I eont a inms the2 Ewe ll- ic At :nm

* ±Z2t"T:warhzH= r the penetrators. Th-so warhea- tze

zenzede+ ne< w~hether or not the Ft's are retrthan, zero

Fgj~55 PiRAME ,VLUE

N~h~SER H~y~TQ~WARHEgD TYPES

WM2 HEAD RA.,,lGE IN METERS
( W,4H F tf GE )

W.FEI*I CLASS G,.=E-RPYIT)Y BOIMB;
2-BSELF P F,1-E.LE LD)

W. c"HE' -IPZED I N M 3SE C

WAHA YIELD IN-. K-ILOTONS
(LJHiL

Sl-m



RD-fAl2 447 A SIMULATION ANALYSIS OF AN AUTOMATED IDENTIFICATION
PROCESSOR FOR THE TR.. CU) AIR FORCE INST OF TECH
MRIOHT-PRTTERSON AFB OH SCHOOL OF ENGR..

UNCLASSIFIED R C MRCFARLANE ET AL. JUN 96 F/6 17/7

'Eu.

IlllllllllllI__



(

IIII1II~'4 Q11 ~ ~ 8 15

IIII'25_--  *III1'jI2.n '

11111-I5. 1 -A.

MICROCOPY RESOLUTION TEST C-tRI
NAI ONAt it IP AL l -T.AN I . ,



W:H E D.L'DA This latat file contains the secificati-nm

* th= w..hed or the pE.Cgtratgrs. These warhead tvc ,es

_a e deined whether or not the FLK's are areater than zero

* F'PARA~MET ER VALUIE

NJ"I:EFOF F'ENETR:.,T0F: WA~RHEA1D TYPES
MAX [r f. (NUMWRHEADE)

WA~RH EAD RA~NGE IN METERS
(WHRANE'E)

WAFHE~lD CLiSSE (1E'RiAlYITY B~OMB;
2=3ELF-FF:OPELLED)
(NWHT'YFE)

WE:HEAD SPEED IN M/SEC
(WHSF'EEE)

WARHEAD YIELD IN KLTN
(WHY IEL 0)

B-1



WHPARA. DAT. This file contains the data for the weapons

used b' the f: .hter interceptors and the surface to air

missles against the pentratcrs (e.g. air-to-air missiles.

PARAMETERS VALUES

NUMBER OF FI WARHEAD TYPES
(F1_NUM_WH) INTEGER NO.

E. G. AIM7, AIM9, GUNS = 3.

NUM'.ER OF M! (SAM) WARHEADS
(M_- NUMWH) INTEGER NO.
E.G. HAWK MISSILE = 1.

MAT.IX OF WARHEAD FT:.' PEN#1 PEN#2..

ROWS = WH TYPES. F1 WH I

COLUM1NS = PENETRATOR TYPES
(F'KSS) FI WH 2

FI WH '!-

MI WH 1

etc

N:I 2. OF WARHEADS PER SALVO
FOR EACH WH TYPE. INTEGER
(SET TO ONE IN THESIS)

(SHOOT"

.. - MAXIMUM LAUNCH RANGE FOR EACH

WARHEAD/MISSILE TYPE, METERS
*SET TO 0 FOR MI WH's
(R_AUNCH)

B-19



MINIMUM ASPECT ANGLE FOR Fl WH's
*INPUT FOR AIR TO AIR MISSILES ONLY
UNITS = RADIANS (ASPMIN)

MAXIMUM ASPECT ANGLE FOR Fl WH's
A SF'MA X)

WARHEA"*D EFEEDE IN METERS/EEC
FOR ALL WH TYPEE (VWHEAD)

MATRIX OF FIGHTER INTERCEPTOR WH LOADS FI TYPE I FI TYPE 2

ROW = WH TYPES. COL = FI TYPES
(INITWH) AIM7

AIM9

GUNS

B-20
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BASES.DAT. This +ile simply lists the +ighter

interceptor bases and their locations. There is also a

parameter +or +ighter service times. Appendix C has an

e:'ample oF this +ile.

PARAMETERS VALUES

FIGHTER "TURN" TIME AT THE BASE
UNITS ARE SECONDS (BASESERVICETIME)

NUMBER OF AIRBASES: MAX OF 10
RECOMMEND ONE BASE PER CAP
(NAIRBASES)

LOCATION OF AIRBASES

LAT, LONG. ALTITUDE
TENTHS OF DEGREES AND METERS

ONE LINE PER BASE (BASELIST)

Jo

B-21"
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PENTIM.DAT. This file contains parameters that TADZ

uses to generate penetrator arrival times. The parameters

describe "puleSE alonc a penetrator path. Each pulse is

characterized by the five parameters listed below,. This file

is perhaps the most di+ficL't to understand. Refer to the

TAD2 User's Maunual for fu,-ther detE ils [Merriman et al,

19:.An.54J. An emxan, le is supplied in Apendi, C.a!
.4

'4 '-'

'4 '4 LAU'IPA-MYtI1'

-TAU_ CZM1 ', -  -- -T'4 '

\.,-TAU_.lNrT TAU.F_'IIT-\

't-T._PLSE$.IN2T (THE UNITIAL TIME OF THE PULSE)

.

LAMBDAINIT MAYIMLM ARF:IVAL FATE OF THE F'ENETF:ATORE !t

THE PULSE (NO. OF "'ENETRATORS PER SECOND'. LAMBD_ IIT > 0.

T PULSES INIT TIME IN SECONDS AT WHICH EACH PULSE
BE3INS. MUST BE GREATEr. THAIW OF: EDUAL TO ZERO.

TAU_F_ NF T I N7 HE LENGTH OF TIME OYEF WHICH THE AfFIY AL
F,.TE D: THE FENETRATORS IN2C:EASES ,SECONDS'. MUST BE GrEATEF THAN
OF: EQUAL. 70 ZEF:O.

TAU__ INIT = THE LENGTH OF TIME OVER WHICH THE AF:F:1AL,
RA:TE 01 THE PENETF:ATOFS REMAINS CONSTANT (SECONDS,. MUE BE

GREATEF: THAN O: EC.UAL TO ZERO.

TALI_F_ 'J7 = THE LENGTH OF TIME OVEF WHICH THE ARFIVAL
F,A-TE OF THE FENETF:ATO=' DEF:EAES ,SECONDE). MUST SE GF:EATEF THAN
OF, EQUAL TO ZERO.

L 5:t



** NOTE: THE NUMBEF: OF FENETRATORS- FOUrD IN iq fiIYEN PULSE IE
DEFINED BY THE AREA OF THE PULSE Ac- SHOWN ABOYE. I.E.

AREA = LAMPDA_ INTT * (TAU P INIT/2 + TAU C TNIT + TALI F :N:T.2.

E>XAMF'LE: DEFINE ONE F'ENETRATOPR, PER PULSE....

LET TAU F: _NIT =': 7_L F I L _ = T
LAMBDAINIT 1.

THE AREA OF: NUMBER OF PENETRATORS IN THE PULSE WILL BE....

1*C/2 + 1 + 0/2) : 1

A SINGLE PENETRATOR WILL ARRIYE BETWEEN T
T PULSESINIT AND TPULSESINIT + 1 SECONDS

PARAMETER VALUE

NUMBER OF PATHS USED BY PENETRATOR
CANNOT EXCEED NUMBER IN SYSLIM.DAT
(NRAID PATHS)

*** OP EACH PATH YOU DESIRE TO "SEND' PENETRATDRS DOWN. THE
FOLLOWING PAFAMETERS MUST BE DEFINED...

THE EPECIFIC PATH USED IN THIS PULSE
PELATIVE POSITION IN PATHSI.DAT
( RAIDF'ATHS)

NUMBER OF DIFFERENT FENETRATOR TYPES
U* ED ON THI PATH (NFTYPES)

*- FOR EACH F'ENETRATOF TYPE USED ON THIS PATH, DEFINE THE
FOLLOWING F'ARAMETERS...

PENETRATOP TYPE USED
(FTYPES)

NUMBER OF ARRIVAL PULSES FOP
EACH PENETRATOP TYPE (NPULSEINIT)

S.



3 F EACH PULSE DEFINE

PARAMETERS FOR EACH
INDIVIDUAL pULSE (PULSE)

LAMBDAINIT

"o TAU F: INiT

TAUC INIT

TAU_ _INIT

TPULSESINIT

NOTE: THIS FILE ESSENTIALLY CONSISTS OF TRIPLE NESTED LOOPS....

I 1 TO NUMBER OF RAID PATHS

J = 1 TO NO. OF PENETRATOR TYPES ON THE PATH

K = 1 TO NO. PULSES PER PEN. TYPE ON THE FATH

=JO.

*Z 4

N

0,

0,

B-24
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C;'..DAT. This ile type contai ns the i nformati on that

describes the C .s in the scenario. There can be two types

of CY's: the FI and MI or +ighter and SAM t,'pes. Within the

C),
.file or seQuen,=e o+ files the FI C- - must be defcined fir-t.

Some parameters_ in this file are specific to only one or the

other cf the types (MI or FT). These will be pointed out in

the -Fzollwin parameter list.

PARAMETER VALUE

C 0 TYFE DESIGNATION
EITHER F1 OF MI (COTYPE)

C 0 OPERATES AUTONOMOUSLY
TRUE OR FALSE (COAUTO)

LOCATION OF THE C

LAT. LONG. ALTITUDE (COLOCATION)

STRUCTURE DESIGNATION (CCOSTRUCTURE) 1

NUIMBER' 1 TNT I4 C BOINDARY
MAX LIF Ci'-r 4 CGBOUND)

LAT. LONG OF BOUNDARY POINTS LAT LONG

MI C( LETHAL REGION OF COVEFAE
EXPRESSED AS PARABOLOID WITH
X0 = LAT. RANGE, YC) = LONG. RANGE;
ZC = ALTITUDE RANGE: ALL IN METERS
(COFBOUND) *:USE DUMMY VALUES FOR Fl.

P-25
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11
NUMPER OF C I SUPERS FOP, THIS C O

INDEX F C SUPEF: (RELATIVE POSITION
IN EXEC FILE) LEAVE BLANK IF NO C SUPER.
( I C C: )

- rNC. O-' :- SUPERS FOP'. THIS C"
( COC2

INDEX OF C SUPER, LEAVE PLANK IF NONE
' !COC2 )

TIME TrO PROCESS FIST[ REPORT (FRSTCO.SERYICE)

TIME TO PROCESS CONTINUED REPORTS
(CONTCOSERY ICE)

TIME TO FUSE TWO MESSAGES ON SAME TARGET
(FUSNCOSERY ICE)

C)"

LOITER POINT FOR FI C0

LAT. LONG. ALT (LOITEF'OINT)

LEAVE BLANK IF MI C"

BASE THAT SERVICES C_ AIRCRAFT
RELATIVE POSITION IN BASES.DAT FILE
(BASENUMBER) LEAVE BLANK IF MI

NUMt'EF, .,: 5CI OF. F!RE CON7F:0LLEFE SL
AVAILABPLE FOR THIE C (NUMOFSERYERS).

4k TOTAL NUMBER OF FI/MI TYPES...

FOF F:, SPECIFY TOTAL NO. OF FI TYPEE
FOR MI. SPECIFY TOTAL FI & MI TYPES

(NUN ITYPES)

B-26 S
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T H E 7OL L E N IE SE IY T H E T'I E c I 0F r7~ IJ T hl
T HES E ES t~ F E 'JEF 1NE' Ir THE WEFAR4. 1.14T FL :K L-4MEI

.E-Q'J-lE r E . TYE, LE. 4 AFPE F 1 T PE3 W I ..
.,LE. 14 'P MT YEH, E' EN THOUGH4 T - - ~E

Fl' N P 0 S) TL 7 CT E'.E T 'P 7YTYES OF M. ITLz.:j%~z
EKI r F,,' F!D. E~i:H WEAF'Dt TYPE I.. . . ... . Fj~D T ; T4-

7'Dv' 7~ TO HE A. E T  E MPL A-T E FOF
ANT rPE FOFFT. AI "I El E D~Z !' DT D E NW L'I I E I

-T'1 TE HE F- C4 U N T E t E C E cE z:EE'l t'- ON 1:F: 7i-

2D)' I T~ riUU I' fr TTYPzS ..

NlUlNVE: -1F 'UNlC ITSj BY TYPFE (NLIMUN I TS)

FO0P rlI THE NUMB-ER OF L UNCHEFZP
SE 7 1~ IF THis j ( mI OF, ) FI TYPE)
IDDEG NO EXIE-L ' g:T THIS C~

INDEX OF _!INTT TYPE CORRESPONIDING
TO POITION NWEF'ARA.DAT (CODUNITS)

NLIMBEE OF WEAPONS, PER LUNIT (INITWErAFONS),
FOP.. Fl's. NO. OF AIRCRA~FT fz'tR FLIGHT

FOP MI' s, NO. OF7 MISSILES PER LAUNCHEF
E.G . 717

UIT C.:N'TROL POC~LICIE= (INITCONT)
ONLY 7EDUIRED FOR FI's
SPEC IFY FOIP EACH FLIGHT
E.G. TITET TTE.ILOOSqLOOS ...

rL., c - c IITUNiTT

D P. FT. IsPccECIFY FOR EACH FLIGHT
E.G. LOITLD.IT

*ONLY LOIT IS ENWEPLED) IN CURRENT TADZ
FOR M's, STATUIS OF EACH LAUNCHER

E. G. FREAD. READ, FEAD
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E:e- '.ie File. lhis file "tells" TADZ where to look

4_r the required in-.t data. TEST.DAT is the file name -1sed

in t_:s tactical version. Within TEST.DAT. the files are

simp!, listed in a logical order along with some

dc:-_mertation concerning the purpose of the variOuS input

files. This is a simple but important input file. Refer to

Append4 i C for an example.

RADRA F.DAT. The technical specifications for each radar

tv,'le used i the simulation are included in this file. For

this scenarim. only two different types are used: the TF'S4

EW radar and the HAWK acquisition radar. The variable

NUMFPDAP: TYF E must be included as the first input in the

--, frs- _ radar file read in, but is not included in subsequent

,oar files.. In this case, NUM_RADAR TYPE is set ecual to 2

S-_:e the-e are two-, radar types modeled in the scenario.

Conseauent'<. there should be two radar files created

'RiFDAF i.DAT and RADAR2.DAT for example).

ADA.T ABD.DAT. This file contains the radar pulse

intetior, table. This table contains the signal-to-noise

ratic, (dE') needed to allow for a 50% chance of detecting a

target ,,Iven a certain number of integrated pulses. This

figure Is used in the Zal culaticn of radar burnthrough rane.

AP cend:;' :: _onts:ns worf;in, e: ammles :D-f the two radar -: 2es.

B .
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rr- .. rnm2tant bcth. with.
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r- - pa C-C Ti s iste .TcVemertt a 7t

E)

4 - -- C.-- - --.-. *.r

- C~F TI. and C4t IlJ)4. (pages C-1l and CI4

: aI e ;Ft e r.nm ne z:t E, an. th e nmk r _t ft :ttes an d

PC7 This - 2 ile Sets U)the

E ., t-.=- t- s- e.----- -_ d w r:n: thne m cd elI The tUrn

pc:nt1s nda - 4 'zfthe :enetrators are set in t~ :a

FL4,L.±I (Teq C-?-jTh radlar css sectons t

-'--- ----. = .. :n- th~s file.

FE'J7 I.DaT. (pa e C-tl) Tis 1 e~- seshe n-,umtran

th :en: r.5,tz' thst v.,_1i1 enrter t her ai.r one -e n se

Z~Th r112 a:= =t=:7 e c~e t' znenetratcr type. timre doth

rt-zv E0 0 (paze C-4c) The przbabil1it'.' :f a eertc

* ~prc::: -m.-... zst: asrt rAnne engag eme-.t .

WEPAR . 5T. tra~e 0-4=.. The weans (fi~hter an:

zammter :sra=:terist::sE are set _ r th:s ~e and

* dets r-m ie the sze:: :_c :a~tlte f~ tUrn, rates.

SZS*S *e:., ::t ea-.n ftcte' end 3 site.
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H THIES 5TME EXECO"TIVE DATA SET FCF THE TAD! SIMULATION.
CONTAINE: IK THIS FILE IS ALL STATIC CONTROL DATA LOADED FROM

D!B

B SP:IFCATDNSON THE VAFIDUE- NUMBERS OF SYSTEM TYPE ELEMENTS
p :K THE Z: EYSTEM
F

'4 'TEEST:EVI.:

B

B
-B FADAP SET SPECIFICATION DATA

B
'TEST: PADAR .DAT'

'TEST: RA:DAFT.DAT'I
'TEST :RADAR4.DAT'

'TfST:PADAr5. DAT'
* TEST:RAOAR6.DAT'

'TEST: RADARTAB. DAT'

B ROINIT
B
B INITI AL R.ADAR SPECIFICATIONS
B

'TEE2T:PC'1SCI!.DAT'
'TEST:RCSEI2.DAT'
'TEET:P014CIM.AT'

'TEST: R04SAP: .DAT'
'TEST. PO5SA2. DAT'
* TEST:ROCSAM'..DAT'
'TE3!T:R075AN4.DA T'

B SOINIT

* B T:A! E,' rr*EF!CA'jCN-

'TET:0151.I.DAT'

'TEST: S0')CIZ..AT'
TEST: SO4SAMl. DAT'
'TES-T:SO!SAM:.DAT'
?TES.-T: S06SAM..DAT'
'TEST: S07SAM4.DAT'

I IINIT
B
2 INITIAL S! SPECIFICATIONS

C 7.



'TEST:510DA'

B SI!
B

B

B INITIAL rS:ASSEC!TS
- B

B

'TEST:C0FI.DAT'

B WEPART
B
B SYSTEML WEPO SFEIFICTIDN
B

'TEST:WECARA.AT'

B CO!NTA
B

B SYSTEMWHA PARAET R

B
B TCE ATAMETES RTECASS
B

'TEST:COFI1.DAT



'TEST: CPRADT

B
B LOCATIONS CF SYSTEM AIR BASES

B

'TEET:BASE.CMAT
t
B PATHSI
B
F PENETRATION PATH DATA

B
'TET:PATHSIDAT'

B PENSI
B
B DEc.FlpTn OF THE PENETRATOF TYPES

AI B
'EST:PENSI.DAT'

B PENT I M
B
B PENETRATION RAID GENERATION DATA
B

'TEST:PENTIM.DAT'

B TARGET
B
B SPECIFICATIONS FOR PENETRATOR TARGET STRIKES
B

'TEST:NOTARSETS.DAT'

B WRHEAB
B
B CAPABILITIES OF THE PENETRATOP WARHEADS

* B

'TEST:WRHEAD.DAT'

B COORD

THE 6ORDINATE !NFORMATION BLOCK
B

. 'TEST:COORD.DAT'

B PKBLK
B
B PK'S FOF PENETRATORS AGAINST UNITS

B
'TEST: PKBLK. DAT'

B COPRI
B

C-5f
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B ORDER!NE CF SSRVI:ES -F: THE CC DUEUES
B

B STRUCT
B
B HAFDNESS TYPES C; Z" SYSTEM ELEMENTS
B

'TEST: STRUCT.DAT'

SSO

B

E CC"r'Tprn n DATA FS

B

' TEST:S6 RCON. DAT'

B
B CON ,R' T rO TAT LEI AN N O
B

B STTrON.A
B CONTROL STATISTICS OLTION
B

'TEST: STLCON.DAT'

I

B SED
B
B ARL CF STATIHTICS OLTION NR E F

B
'TEST: ST.. DAT'

S E

B
B IA AUS TRESEMNMTEATTCOPON
B

'TEST: SSLDAT'
* S

B CENT
B

B NETALE VALAES OF ERAO ENER SYTEDS UNCTINMOES
B

' TEST: SEEDINP OAT'

B
B ESTALSE F DE (PRAPSZ SEEATIBOHN CfMNCTINND

B

'TEST:SWITCHES.DAT' C-



R vcv Tm
v WItaEf NUADA --------- NUMBER OF RADARS IN THE C7 SYSTEM

NUNRADAR
7

V INTEGER NUMSO --------- NUMBER OF SO'S IN THE CT SYSTEM
N U SO

7
V INTESER NUMS1 --------- NMBER OF S1'S IN THE C7 SYSTEM
: NUMSI

V INTE6ER NUM5: ------------ N UMBER OF KC'S IN THE C7 SYSTEM

S NUMC2I

V INTEGER NUMCr ---------- NUMBER OF CV'S IN THE C3 SYSTEM
NUMC2

V INTESER NUMC --------- NUMBER OF C'S IN THE C3 SYSTEM
S NUM'.I

I
V INTEGER NUMKO ------- NUMBER OF CO'S IN THE C3 SYSTEM

F NUMCO

7

V INTEGER NUM.PENTYPES ---- NUMBER OF PENETRATOR TYPES ACTUALLY
V---- USED IN SCENARIO
F NUMPENTYPES

V INTESER NUMPATHS --------- THE NUMBER OF PATHS USED IN THIS
V SCENARIO
F NUMPATHS

8

I.
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R RADARSEG
V
V FOR I:1.NUM.RADAR-TYPE SPECIFY THE FOLLOWING
V
V 1:3
V
V REAL RADARFREQUENCY(I) ---- RADAR CENTER FREQUENCY (MHZ)

RFREOUENCY
3000

V REAL RADARPOWER(I)---RADAR TRANSMISSION POWER (KW)

* = RPOWER
6.7

V REAL RADARPRF(I) ---- RADAR PULSE REPETITION FREQUENCY (PPS)

RPRF
25e

V REAL RADAR PULSE.WIDTH(1) ---- RADAR PULSE WIDTH (MICRO-S)

F RPULSEWIDTH
6.5

V REAL RADAR.SWEEP.RATE (I) ---- RADAR ANTENNA SWEEP RATE (RPM)

RSWEEPRATE
6

V REAL RADARSBEAMWIDTH(1) ----- RADAR ANGULAR BEAMWIDTH (DES)

RBEAMWIDTH
1.1

V REAL RADARANTENNA.GAIN(I) ---- MAXIMUM RADAR ANTENNA GAIN (DB)

RANTENNAGAIN
36

V REAL RADAR.MAX.ALT)!) ------- RADAR MAX HEIGHT FINDING ALTITUDE (KM)
RMAXALT
20

V REAL RADAR.TRANS.LOSS(1) --- RADAR TRANSMISSION LOSS FACTOR (ND)

F RTRANSLOSS
4

V REAL RADARREC.LOSS(I) ------- RADAR RECEPTION LOSS FACTOR(ND)

* RRECLOSS
I

V RADAR.TYPE ------------ EARLY WARNING (EW) OR ACQUISITION (ACQ)

RTYPE
EW

V INTE-EF RArAF RE*C:T 'YLE-------.NUMEEF OF SWEERS PETWEEN REPORTS
P FREPORTZYCLE

4I
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R ROINIT
V
V RADAR SPECS
V
V IZ1
V
V REAL ROP. LAT(I).RC CP_ LON(I).RO-CPALT(!)
F ROLOCATION

IOOE. 142.5E., 0
V INTEGER RnORADAP SET() ---------- RADAF SET TYPE FOR THE RO SITE
- RTYPE

5
V
V INTEGER N MASKANELE() ---------- THE NUMBER OF MASKING ANGLES AT
V -------------- A RADAR SITE

F NUMMASKANGLES
4

D' V

V FOF J=1. N MASK ANSLEII). SPECIFY THE FOLLOWING
V
V REAL PSI.MASKI.J),EPS.MASK(,J)--THE REFERENCE AZIMUTHS, ELEVATIONS
V FOR MASKING AT A RADAR SITE
F MASKANSLES

0,0
90.0
181!,0
270.0

V INTESER PC STRUC7URE(1) ---- STRUCTURE TYPE HOUSING THE CP
c ROSTRUL:TURE

- V INTEEP NO ROS( ) .------------- NUMBER OF SO SUPERVISORS FOR RO(I)
V CAN ONLY HAVE ONE SUPERVISOR
F NOPOSO

I
V INTESEF IROS(II)--------- INDEX OF THE SO SUPER FOR THIS ROtI)
- IROSO

I

V REAL FIRST.AC.SERVICE(1) ------- FIRST RO SERVICE TIME
* FRITROSERVICE

V FEAL CONT PO SEPVICE(I) -------- CONTINUED RO SERVICE TIME
:ONTROSERV!fCE
0.0

V REAL FUSIDN.RO.SERVICE(I) ----- FUSION RO SERVICE TIME
: FUSNROSERVICE

0.0
A SIINIT
V
V

V THIS BLOCK CONTAINS THE INITIAL S1 SPECIFICATIONS
V^C

C-9
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R SIINIT
V
V
V THIS BLOCK CONTAINS HE INITIAL SI SPECIFICATIODtE
V
V FOR I=!.NUMSI SPECIFY THE FOLLOWINS
V
V I=!
V
V PEAL pl rp LA~t:),Ei -F LONE(I).E CF ALTO)

lOOE-. 100E7.

V INTEGER' STRUTURE ( - -TrTURE DESIENATION
- S1STRUCTURE

V INTEHEE NO.S C_2t:) ------------ NUMBER OF 62 SUPERVISORS FOR SI(I)

, F NOBIS2

IV INTEER I---2~.I ---------- INITIAL S2 SUPERVISORS FOR 51(I)
F I S S2

V INTEGER NO C(1) ----------- NUMBER OF Cl SUPERVISORS FOR Sl(I)
R S1CI
F NOSICI

0
V INTEER .SCI ---------- INITIAL Cl SUPERVISORS FOR Sl(I)

V

V REAL FIRST SI SERVICE(1) ------- SERVICE TIME I FOR 51
I S, INIT
F FRSTSISERVICE

1.0
V REAL CONTSI.SERVICE(I) -------- SERVICE TIME 2 FOR 61

6ONTS.SERVIZE
0

V REAL FUSION.SISERVICE(I) ----- SERVICE TIME 3 FOR Sl
, FUSSISERVICE
0

v Il1E-H -' .UBSTITUTE PRIORITY

0
V REAL S1 SKMULTIPLIERI) ------- SUBSTITUTE MULTIPLIER
- SIS2MULTIPLIER

I

.-
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1^ OlN IT
V
V FOR I=I.NU!:C PROVIDE THE FOLLOWING
V
VJ 1:1

V
V INTEEE ZOTYP(I) ---------- CO TYPE DESIENATION (F! OR MI)

COYF

F!
V LCGI:AL CO AUT(l) ---------- CO AUTO CLASS IDENTIFIER (TRUE FOR AUTC)

N UONEMOUE OcEF:ATION ALL OWEL FOR CAPS

F REALT

l lN METER31!1111
F CO;LCCATION

2DE. 165E3, 0
V INT:E-ER CO STRU:TlwRE() --- STRUCTURE DESIGNATION

COSTRUOTURE

V INTESEF COj S EBO'JND(l) -------NUMBER OF GRID POINTS FORMING
V ----- THE BOUNDARY OF CO
F COGBOUND

4
V REAL CO LAT BOUND(IJ) .CO LONE BOUND(I.J) ,J:1.COE6BOUND(I)
V ----- LATITUDE AND LONGITUDE POINTS OF THE BOUNDARY
V IN METERS!' 

COBOUNDARY
I c. 140E".

V PEAL. CO-F SOUND(I.Z)---XO.YO.ZO SPECIFICATIONS FOR A PARABOLOID
R COI 1N iT
F COFBOUND

0.0.0
V INTEGER NO CO C!) --------- NUMBER OF Cl SUPERVISORS FOR CO(I)

F NOCC^6

V INTSEEF. I II!-------I- NITIAL Cl SUPERVISORS FOR C011)
v INDEX OF '.1 SUPERVISOR
F I cOcI

*V INTE6EF NOCO --I------- NUMBER OF C'C SUPERVISORS FOR CO(I)
P :0:2)
F NOCOC:

V INTEGER ICOC!IIl) --------INITIAL CZ SUPERVISORS FOR COQT)

IOC

V REAL FIRST CO SERVI:E(I) -------SERVICE TIME I FoFp CO
R COINIT

C-1 I



F FRSTCOSERVICE
60

V REAL rnT "0 SERVIE) ------- SERv:C TIME CF CO
- ZONTCOSERVI CE

0.0
V REAL FUSIONCO.SEPVICE(I) -..... SERVICE TIME 7 FOF CO

F FUSNCOSERVICE
0.0

V FOP CQ'YP=FI. SPErgy LOITER LAT.LONG,AT, BASE NUMBEF
V REAL CO LOITEF- LAT.CO- LOTE. LON.CO LOITER ALT
F LCITERPFOINT

30E:. :65E". 5E",

V INTEER BASE NUMBER
* BASENUMBER

I

V INTEGER NUM D SERVERE I) ---- NUMBER OF CO SERVERS
NUMOFSERVERS
8

V NUMBER OF SIMULTANEDUE INTERCEPTS BY SGC CONTROLLER
V
V INTEGER N UNIT TYPES(I) ---- NUMBER OF UNIT TYPES
V NUMBER OF DIFFERENT TYPES OF Fl AS DEFINED IN WEPARA
F NUNITYPES

I

V
V FOR EACH UNIT TYPE PROVIDE THE FOLLOWING FOR J=1.N UNITTYPES
V J IS THE INDEX FOR THE FIGHTER TYPE
V J=1

V
V INTEGER N.INITUNTSI.J) ---- INITIAL NUMBER OF UNITS BY TYPE
V NUMBER OF FLIGHTS OF THIS TYPE
P FIUNIT
F NUMUNITS

10
V INTEGER CO.UNITTYPES(I.J)---SPECIFIC CO UNIT TYPES
- COUNITS

V THIS IS THE INDEX OF THE FI TYPE FROM THE WEPARA FILE
V
V FCF K=, N INIT 'N!T(I.) PEZIFV THE FOLLOWIN:
V K IS THE INDEX FOR THE TOTAL NO. OF FIGHTER TYPE J
V INTEGER INITWEAPONSUNIT(I,3.K) ---- INITIAL NUMBER OF WEAPONS PEP, UNIT
V NUMBER OF AIRCRAFT PER FLIHT
F INITWEAPONS

... 2,2,2,2,2.2,2

V
V FOR COTYP(!)=FI SPECIFY THE FOLLOWING:
V
V INTEGER INITCONT(I.J,K) --------- INITIAL UNIT CONTROL POLICIES
V FOUR LETTER LITERALS
V FORMATTED: A001.AOO2,0...,AOO
V 1----------- 10 MAXIMUM PER LINE

C-12
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F INIT"O,"
LCOS. LO. LEO,OSLDE, LOOS,2SLOOE0, ,LOOLDE,

V
v ONE ENTRY REQUIRE' FOR EACH FLIEHT OF FI(J)

V
V ITE ITUNIT STAT(I.6,K) ----- INITIAL UNIT STATUE

V ('READ' , 'LOIT' , 'BASE')

F IN!TUITZ:TA'
LCITLCIT, LCIT,LOIT, LCIT,LOITLDIT,LO!T,LOIT,LCIT

V
V EN" -F ILE

1

C- I..-.
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R C

R COINIT
V

V FOR I=,NUMC0 PROVIDE THE FOLLOWING
V
V 1=4
V INTEGER COTYP(1) ----------- CO TYPE DESIENATION (FI OF MI)
F COTYPE

MT
V MLCEIAL C AUTC! ---------- CC, AUTO CLASS IDENIFIE,. (TRUE FOR AUT")

v A!272Q CUE OPERATION AL-LOWED (TRUJE/FALSE)
F 0A LITZ

V REAL COOP LAT(1).COCFmLDNE)I),COCPALT(1)
V IN METERS!'''''
F COLOCATION

160EZ, 165E3. 0
V INTEEER CO ETRUCTURE(I) ----- STRUCTURE DESIGNATION
c COSTRUCTURE

V INTESEF: COB GBOUND(I) ------- NUMBER OF GRID POINTS FORMING
V POINTS-- THE BOUNDARY OF CO
F COBOUND

4
V REAL CC LAT BOUND(I.J),COLONGBOUND(I,J),J=I,CO 6_BOUND(1)
V .......... LATITUDE AND LONGITUDE POINTS OF THE BOUNDARY
V IN METERS'''''''.

COBOUNDARY

12OE7145E3

I 9E3.19E

1IOE7,199E3
V REAL CC.FBOUND(I.3) ---- XO,YO.ZO SPECIFICATIONS FOR A PARABOLOID
R COINIT
F COFBOUND

30E3,30E3,I10

V INTEGER NO CO C1I) ------- NUMBER OF CI SUPERVISORS FOR CO(I)
V CAN ONLY HAVE ONE SUPERVISOR

I
V INTEGER I_O_CI(,) ..-------- INITIAL Cl SUPERVISORS FOR CO(I)

V INDEY OF ACTUAL CI SUPERVISOR
F ICOCI

I

V INTEGER NO CO C2(I) ------- NUMBER OF C2 SUPERVISORS FOP CO(I)

F NOCOC2
0

V INTEGER ICC2(I)------- INITIAL CC SUPERVISORS FOR CO()
V CAN ONLY HAVE A Cl OF A C2 SUPERVISOR
F ICOC2

C-14
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V REAL FIRST COSERVICE(I) ------- SERVICE TIME I FOR CO
R COINIT
F FRSTCOSERVICE

0.0
V REAL CONTCO.SERVICE(I) ------- S- SERVICE TIME 2 FOR CO
F CONTCOSERVICE

0.0
V REAL FUSIONCOSERVICE(I) ----- SERVICE TIME 3 FOR CO
F FUSN'OSERVICE

0.0
V FOR COTYP=FI. SPECIFY LOITER LATLDNEALT, BASE NUMBER
V REAL CO LOITER LATCO LOITER LON.CO LOITER ALT
F LOITERPOINT
V INTEGER BASE NUMBER
F BASENUMBER
V INTEGER NUMOF.SERVERS(1) ---- NUMBER OF CO SERVERS
V NUMBER OF FIRE CONTROLLERS AVAILABLE
F NUMOFSERVERS

3
V INTEGER NUNITTYPES(I) ---- NUMBER OF UNIT TYPES
F NUNITYPES

V
V FOR EACH UNIT TYPE PROVIDE THE FOLLOWING FOR J=I,N UNIT.TYPES
V
V J~l
v

V INTEGER NINITUNITS(I,J) ---- INITIAL NUMBER OF UNITS BY TYPE
R FISTUFF
F NUMUNITS

0
V INDEX OF CO UNIT TYPE
F COUNITS

I
F INITWEAPONS
V
F INITCONT
V

* F INITUNITETAT
V
V i~

V INTEGER N.INITUNITS(I, )-.. .INITIAL NUMBER OF UNITS BY TYPE
F NUMUNITS

V 6

V INTEGER CO.UNITTYPES(I,J) ---SPECIFIC CO UNIT TYPES
F COUNITS

v THIS 1S THE INDEX CORRESPONDING TO THE WEPARA FILE
V
V FOP K=I.NINITUNITS(I,J) SPECIFY THE FOLLOWING:

c-I f



, . . I ;-- .- a, - -" . . - .; . .. a . - .. a;-

V

V INTEBEFR INIT WEAPONSUNIT(I.JK) ---- INTIAL NUMBER OF WEAPONS PEP UNIT
~ INITWEAPONS

V
V FOF COTYPI1)=F! SPECIFY THE FOLLOWINE:
V
V INTEGER INIT.UNITSTAT(I.J.,K) ---- INITIAL UNIT STATUS
V ('READ' , 'LOIT' , 'BASE')
F INITUNITSTAT

READ, READ, READ. READ, READ., READ
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R PATHS! 4

V PATHS! CONTAINS PATH DATA
V 6

V FOR I11.NPATHSI INPUT THE FOLLOWING
V
V 1:1

V INTEGER N POINTS! (N PATH MAX)-THE NUMBER OF POINTS ALONG EACH PATH
NPO!WSI

V FOR 61=l.N POINTS! SPECIFY THE FOLLOWING
V
V REAL PATH LAT(I.J')IPATH-LONE(IIJ),PATH-ALT(I,J)

499E:. 190ET, 9
!20ET., 190E3. 90

5.! !?0E7. 90

V INTEGER N POINTS! (N PATH MAX)-THE NUMBER OF POINTS ALONG EACH PATH
F NPOINTSI
v

V FOR Jzl.N POINTS! SPECIFY THE FOLLOWING
V
V REA"BL PATH-LAT(I,J),PATH-LONS(I,J),PATH-ALT(I,J)
F IPOINTS!
V

500E0. 145E 0
95E'., 145E3, 90

5 145E0, 90

V I=7

V INTEGER N POINTS! (N PATH MAX)-THE NUMBER OF POINTS ALONG EACH PATH
c NPOINTSI

t 3

V FOP J=1,NPOINTS! SPECIFY THE FOLLOWING
V
V REAL PATH-LAT(!.J),PATH-LONG(!IJ).PATH-ALT(I.J)
F IPOINTSI

502E.1 137E3. 9
105E3, 177E3J. 90
5 , 137EI. 90
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V 1=4
V
V INTEGER N POINTS! (N PATH MAX)-THE NUMBER OF POINTS ALONG EACH PATH
F NPO!KTSI
V

V FOR :!, NPCINTSI SPECIFY THE FOLLOWING
V
V PEAL PATH-LAT(I.J),PATHL1ONE(1q2),PATHAT(i.3')

501. 105K3. 90
11OE!, 10SE73, 90
5 105E7. ?0

V INTEGER N-ONS(-AHMX-H NUMBER OF POINTS ALONG EACH PATH
NPOINTSI

V

V FOR J:1,NPCINT5I SPECIFY THE FOLLOWING
V
V PEAL PATH LAT(IJ),PATHLONE(1,J),PATHALT(I,J)
F fFOINTSI

49K3, ?5E7, 90
115E'), 95E3), 90
5 ,95EK. 90

V
V 1:6
V
V INTEGER N ONS(-AHMX-H NUMBER OF POINTS ALONG EACH PATH
F NPOINTSI

V
3

V
V FOR J:1.N POINTSI SPECIFY THE FOLLOWING

*V REAL PATH LAT(iJ),PATH LONG(I.J).PATH ALT(I.J)
* IPOINTSI

500ET3. 60E3, 90
tj 120E3, 60E7.. 90

5 60E3. 90

V 1=7
V

*V INTEGER N POINTSI(N PATH MAX)-THE NUMBER OF POINTS ALONG EACH PATH
F NPOINTSI
V

S-l



V FOPR 3:1.N POINTSI SPECIFY THE FOLLOWING
V
v PEAL PAIH-LAT(I.J).PATH-LONE(I.J).PATH-ALT!I.J)
c .POINTSI

4SBE'. 53E3, 50
0 ~130H, .53K. 90

5 553T' 00

v 1=9

V INTEGER N POINTS! (N PATH MAXU-THE NUMBER OF PO,', ALONG EACH PATH
- NPOINTSI

* v FOPVA J:1.N POINTS! SPECIFY THE FOLLOWINS

V REAL PATH-LAT(I.J).PATHLONG(I,3),PATHALT(!,J)
S IPOINTS!

501, 10E3, 90
100K3. 10EI3. 90

., IO, 90
V
V END OF FILE
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R PENSI
V FOR I=:.NU .PENTYPES, SPECIFY THE FOLLOWING
V
V Il BOMBER!FIGHTER BOMBER
V
V INTEGER PEN.TYPES(I) - THE SPECIFIC PENETRATOR TYPES
F PEN TYPE

I

V REAL PEN SPEED I) --------- THE PENETRATOR SPEED
PENSPEED

V REAL PENCROSS(I) --------- THE PENETRATOR RADAR CROSS-SECTION
PENCROSS

V INTEGER PENBOMBS(I.5) -------- THE NUMBER OF BOMBS OF EACH TYPE
V CARRIED BY THE PENETRATORS
F PENBOMBS

4,'B,C,O,0
V REAL ECM POWER{I.2) -------- THE ECM POWER FOR TWO TYPES OF
V TRANSMITTERS (WATTS/MHZ)
F ECMPOWER

010

V
V I. F!6HTER/FIEHTER ESCORT
V
V INTEGER PENTYPES{I) --------- THE SPECIFIC PENETRATOR TYPES
F PEN-TYPE

V REAL PEN SPEED(1) ---------- THE PENETRATOR SPEED
PENSPEED
260

V REAL PENCROSS(1) ---------- THE PENETRATOR RADAR CROSS-SECTION
F PENCROSS

10
v INTEGER PEN BDMBS(I,5) ------- THE NUMBER OF BOMBS OF EACH TYPE
V CARRIED BY THE PENETRATORS
F PENBOMBS

4,BO ,0,0
V REAL E, POWER!I, ) -------- THE ECM POWER FOP TWO TYPES OF
V TRANSMITTERS (WATTS/MHZ)
F ECMPOWE

0.0
V

YV

V END OF FILE
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V

V LOCV 'PENTI. ' rONTAINS PENETRATOR ARRIVAL TI.E INFUTS
V INPUTS TO THE SYSTEM ARE DES:RFBED IN TERMS OF PULSES ALONS
V A GIVEN PENETRATION PATH. EACH PULSE IS CHARACTERIZE BY
V FIVE PARAMETERS, AS SHOWN BELOW.
V
V /-----------------------------
V /:
V /:
V / LAMBDAINIT
V
V -- \ i,-- - - -
v A A A

V A - TAUC.INIT ---------- A I
v I I

V 1---TAUF.INIT TAU.F INIT---
V
V ..... T.PULSES.INIT (the initial time oi the vulse)
V
V THE NUMBER OF PENETRATORS FOUND IN A BIVEN PULSE WILL BE
V LAMBDA-INT S (TAUR INIT/2 + TAU.C.INIT + TAU.FINIT/2).
V
V
V INTEGER N RAID PATHS ------------- THE NUMBER OF PATHS USED FOR RAIDS

NRAIDPATHS

V
V FOP I=I.NRAID-PATHS, SPECIFY THE FOLLOWING:
V
V I:1
V
V INTE6ER RAID.PATHS(I) ------------ THE PATH USED FOR THE RAID
F PENT!MSE0
F RAIDPATHS

1

V
V INTESER N.PTYPES(I) ------------- THE NUMBER OF PENETRATOR TYPES USED
F NFTYPES

I
V

p PATHPEN
V FOF 0:2,N-TYPES, SPECIFY THE FOLLOWING:
F PTYPES
V
V J=1

V
V INTEBEF F.TYPES(I.J) ----------- THE PENETRATDR TYPE USED

I

V INTESEF N*FULSE-INIT(IJ) --------- THE NUMBER OF ARRIVAL PULSES
NPULSEINIT

* 10
V

C- 2 1

% W.., . ' *"- , ,.-,. *,: .'- '.,%*'*, ' . , *,,' ..' -.'. .-- '-- "'i .i"'.-"-i-vv . .'i'Y ''V'-,,*'T'\K'3



V FOF K=i.NPLEN SPECIFY THE FOLLOWING:
V
V K=I
V
F PULSE
V REAL LAMBDA INIT(,.K. ..-------- THE DISTRIPUTION FUNCTION VALUE

0.5
V REAL TAUPINITtI.J,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TALCIN.I ..--------- THE SECOND PULSE PHASE VALUE

3
V REAL TAUFINIT,JK) ------- THE LAST PULSE PHASE VALUE

0
V REAL T.PULSESINIT(I,'.K) ----- THE START TIME OF THE PULSE

0
V
V K:2
V
F PULSE
V REAL LAMBDAINIT(I,j.K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I.JK) ------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINT(I,J,K) ------- THE SECOND PULSE PHASE VALUE

B
V REAL TAUFINIT(I,JK) ------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE

15
V
V K=3
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUR.INIT(I,J.K) --------- THE FIRST PULSE PHASE VALUE

0

V REAL TAU.C.INIT(I,J,K) -------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUF.INIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL TPULSES.INIT(I,J,K) ----- THE START TIME OF THE PULSE
30

V
V K=4

V

F PULSE
V REAL LAMBDA.INIT(I.J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUPINIT(I.JK) --------- THE FIRST PULSE PHASE VALUE

0

cT
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V REAL TAU-CINIT(IJ,K)-------- THE SECOND PULSE PHASE VALUE

V REAL TAU-FINITI.JK)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSES-INIT(I,JK) - T---HE START TIME OF THE PULSE
44

V
V
V K=5
V
F PULSE
V PEAL LAMBDA INIT:l.J,K?--------THE DISTRIBUTION FUNCTION VALUE

-5

V REAL TAU P INIT(I.J,K)-------- THE FIRST PULSE PHASE VALUE

V PEAL TAU-CIN!T(U,K)--------- THE SECOND PULSE PHASE VALUE

*V REA, TAU-FINIT(..J,Y.)-------- THE LAST PULSE PHASE VALUE

V REAL T-PULSESINIT(I~jj1K)---THE START TIME OF THE PULSE
60

V
V
V K=:6
V
F PULSE
V REAL LAMBDA INITII,J,K)--------THE DISTRIBUTION FUNCTION VALUE

V PEAL TAURPINIT(Iq,W',)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU§J-NIT(I,Jd9)--------- THE SECOND PULSE PHASE VALUE
a

V REAL TAUIF-INIT(I.,K) --------THE LAST PULSE PHASE VALUE
0

*V REAL T-PULSES-INIT(I.J,K --- THE START TIME OF THE PULSE

* V 5
V

* ~V 7
V r=
F US

V REAL LAMBDA INIT(I.J,K)--------THE DISTRIBUTION FUNCTION VALUE

V REAL TALIR INIT(I.J,K)---------THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CINITHI,J,K)--------THE SECOND PULSE PHASE VALUE
S

V REAL TAU-FJNIT(IJ,K)--------THE LAST PULSE PHASE VALUE
0

V REAL T-PULSESINIT(IJ,K)---THE START TIME OF THE PULSE
90

* V
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4v

m4** V

V K:8
V
F PULSE
V PEAL LAMBDAINITHI, ---- .THISTRIBUTION FUN-T!ON VALUE

- TH-.U LU N.UNVML

V FEA" TA!' F IN ,,,K) ......... THE FIRST PULSE PHASE VALUE
0

V REAL TAU- - .' I 1 JK .. -..-..THE SECOND PULSE PHASE VALUE
*1~4 B

.. :,. TA'L IIUT'. ,Z,K) ......... THE LAS P ULSE PHASE VALUE
0

V PEA!. N --------- THE START TIME OF THE PULSE
I A;

V
V
v K,=9

V
F PULSE
V REAL LAMBDAINIT(Ij,K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU INT(I,,K1------- THE FIRST PULSE PHASE VALUE

0

V REAL TAUCINTI.,,K) ------- THE SECOND PULSE PHASE VALUE
B

V REAL TAU F_INIT(I,,K) -------- THE LAST PULSE PHASE VALUE
0

V PEAL T PULSES INIT(IJ,K) ----- THE START TIME OF THE PULSE
120

V
V
V r=lo
V
F PULSE
V REAL LAMBDA.INIT I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

V REAL TAUPINIT(I,J,K) ------- THE FIRST PULSE PHASE VALUE
0

V PEAL TAL ' INT(I.J,K) --------- THE SECOND PULSE PHASE VALUE
4. 2

V REAL TA--NT:, .- ---- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSEEINIT(I,J,K) ------- THE START TIME OF THE PULSE
135

V
V
V
V FOR I-1.N RAID PATHS, SPECIFY THE FOLLOWING:

V
V I
V
V INTEBEF RAID.PATHS(I) ------------ THE PATH USED FOR THE RAID

c C -24
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P PENT!MSEQ
F RAIDPATHE

V
V INTESER NP TYPES(I) .- THE NUMBER OF PENETRATOP TYPES USED
F NTYDES

V
R PATHPFN
V FOP J:=.NP TYPES, SPEZIrY THE FOLLOWING:

P TYPES
V

V

V INTEGER PTYPES(IJ } ------------- THE PENETRATOR TYPE USED

V INTEGER NPULSE INIT(I, ) --------- THE NUMBER OF ARRIVAL PULSES
NPULSEINIT
10

V
V FOP K=I.N-PULSEINIT, SPECIFY THE FOLLOWING:
V
V K=1
V

F PULSE
V PEAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

V PEAL TAUPINIT(I,j,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU C INIT!I,jK) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINIT(IJ,K) -------- THE LAST PULSE PHASE VALUE
0

V REAL TPULSESINIT{Iw,K) ------ THE START TIME OF THE PULSE
0

V

V K:
V
F PUS E
V FEAL LAMBDAINIT(I',.K -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAUPINIT(I.JK) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU.C.INIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAU.FINIT(I.,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE
15

V
V K:
V
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F PULSE
V REAL LAMBDA INIT(I.,K) --------THE DISTRIBUTION FUNCTION VALUE

V REAL TAUPFINITiI,'%K)-------- THE FIRST PULSE PHASE VALUE

V PEAL TAU I_1NIT!I.J,K)-------- THE SECOND PULSE PHASE VALUE
9

V R PEAL TAU T INIT(I.J.0 --------- THE LAST PULSE PHASE VALUE

V REAL T PUllEEr ------- K) THE START TIME OF THE PULSE

V
V
V K ~ 4
V
F PULSE
V REAL LAMPDA INIT(I.J.,K) --------THE DISTRIBUTION FUNCTION VALUE

V REAL TAU F. INTT(I.J,---------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CINIT(I, 3.K)-------- THE SECOND PULSE PHASE VALUE

V REAL TAU-FINIT(I,J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSES-INIT(Iqj,) --- THE START TIME OF THE PULSE
45

V
* V

V K=5
V

*F PULSE
V REAL LAMBDA INIT(I.J,K) --------THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAL'R-INIT(I.J.K)-------- THE FIRST PULSE PHASE VALUE

o
V REAL TAU-CINIT(I,j.K)-------- THE SECOND PULSE PHASE VALUE

V REAL TAU-FINIT(I,.3.K) --------THE LAST PULSE PHASE VALUE

V FE; ----- PUSE::TI K - HE START TIME OF THE PULSE

V
V
V K=6~

V
F PULSE
v REAL LAMBDA INIT(I,J,K ----- ---THE DISTRIBUTION FUNCTION VALUE

0.51
V REAL TAU-PJNIT(Ij,K)-------- THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CINITUI,J,K)---------THE SECOND PULSE PHASE VALUE
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V REAL TAUF.!NT(I,J,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I.J.K) ----- THE START TIME OF THE PULSE
75

V
V
V K=7

V
F PULSE
V REAL LAMBDAINIT(I,J,K.)-------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAU FINiTfI,,K) --- ----- THE FIRST PULSE PHASE VALUE
0

V REAL TALC-INiT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINIT(I,,JK ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I, J,K) ------- THE START TIME OF THE PULSE
90V

V

V K:9
V
F PULSE
V REAL LAMBDA INIT(IJ,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAU.RINIT(I,K)------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUC.INITI,J,K) ------- THE SECOND PULSE PHASE VALUE
9

V REAL TAU.FINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I,J,K) ----- THE START TIME OF THE PULSE
105

V
* V

V K=9
V
F PULSE
V FEAL LAMBDAINT(J,K....-------- THE DISTRIBUTION FUNCTION VALUE

0. 5

V REAL TAUFINIT(I,J.K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(I.J,K) ------- THE SECOND PULSE PHASE VALUE

V EAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES.INIT(IJ,K) ------- THE START TIME OF THE PULSE
120

V
V
V K:IO
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V
F PULE
V REAL LAMBDA INIT (I.'.K) --------THE DISTRIBUTION FUNCTION VALUE

V PEAL TAU P INIT(I,w.K)-------- THE FIRST PULSE PHASE VALUE

V REA! TAU C IN'Tr" '.K)---------THE SECOND PULSE PHASE VALUE

V REAL TAU F INITCI,.w'X--------- THE LAST PULSE PHASE VALUE

V F. 7Al T P..L.ES K)IT --------THE START TIME OF THE PULSE

V
V
V FOR Im1,NRAIDPATHS. SPECIFY THE FOLLOWING:
V
V I
V

*V INTEGER PAID PATHS(I) ----------- THE PATH USED FOP THE PAID
* R PENTIMSED

F PAIDPATHS

* V
*V INTEGER N P TYPESCI) ------------ THE NUMBER OF PENETRATOR TYPES USED

NPTYPES

P PATHPEN
V FOP J=I,NPTYPES, SPECIFY THE FOLLOWING:
c FTYPES

V

V
V INTEGER PTYPES(I,J) ------------ THE PENETRATOR TYPE USED

*V INTEGER N-PULSE-INIT(I,J)-------- THE NUMBER OF ARRIVAL PULSES
- NPULSEINIT

10
* V

v FOF' K=1,N FULEE 'NIT, cpEc'YV THE FOLL OWING:
V
V K~l
V
F PULSE
V REAL LAMBDA INIT(I4 J)------- THE DISTRIBUTION FUNCTION VALUE

*V PEAL TAURPINIT(I.Jy)-------- THE FIRST PULSE PHASE VALUE
0

V PEAL TAU-CINIT(I,J,K)---------THE SECOND PULSE PHASE VALUE
9

*V PEAL TAU-FINIT(I,J,K)---------THE LAST PULSE PHASE VALUE
* 0
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REAL T.PULSES INIT(I.,JK) ----- THE START TIME OF THE PULSE
0

V
V

V K=2
V
F PULSE
V REAL LAMBDAINIT(I.JK) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAU F INIT(I,.K)------- THE FIRST PULSE PHASE VALUE
0

V REAL TAULC INIT(IJ,K) --------- THE SECOND PULSE PHASE VALUE
S

V REAL TAUFINIT(IJ,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL TP-LSESINIT(I,J,K) ------- THE START TIME OF THE PULSE

* V K=7
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINITI,J,K) -------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE
30

V
V
V K=4
V
F PULSE
V REAL LAMBDA INITCI,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5r

V REAL TAUFINITCI .J,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(IJ.K) --------- THE SECOND PULSE PHASE VALUE

V REAL TAU_F_INIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T.PULSES.INIT(I,JK) ----- THE START TIME OF THE PULSE
45

V
V
V K=5
V
F PULSE
V REAL LAMBDA INIT( ,J,K) -------- THE DISTRIBUTION FUNCTION VALUE
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v PEAL TAUF_!NIT(I, J -------- THE FIRST PULSE PHASE VALUE

PPE TAL_ INITI!,K ) ---------- THE SECOND PULSE PHASE VALUE

VTA INIT-, I..K) ------- THE LAST PULSE PHASE VALUE

=. L E--- 5 I I .. ... THE START TIME OF THE PULSE

4..

PEA- LAPEI INT -------- THE DISTRIBUTION FUNCTION VALUE
c

PEA- 'AL F INIT1.'.K) . .------- THE FIRST PULSE PHASE VALUE

'TA, -!N! .. . ..------ THE SECOND PULSE PHASE VALUE

FEA TAL FINIT(I.J,K) --------- THE LAST PULSE PHASE VALUE

V PEA. TFULSEE-INIT(IJ,K) ----- THE START TIME OF THE PULSE

*7 5v

v K=7
V
F PULSE
V REAL LAMBDAINIT(I,,K) -------- THE DISTRIBUTION FUNCTION VALUE

V REAL TAUPINIT(IJ,K) -------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(I.,.K; --------- THE SECOND PULSE PHASE VALUE
8

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL TPULSESINIT(I,,JK) -.... THE START TIME OF THE PULSE

VV

V K=8
V
F PULSE
V REAL LAMBDAINITI,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0. 5
V REAL TAUR.INITI,J,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUC.INIT(I,,K) --------- THE SECOND PULSE PHASE VALUE

8

V REAL TAUFINIT(IJK) ------- THE LAST PULSE PHASE VALUE
0
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V REAL T.PULSES.INIT(IJ,K) ------- THE START TIME OF THE PULSE

105
V
V
V K=9
V
F PULSE
V REAL LAMBDA.INIT(I.J.K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUF.INIT(IJ,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,JK) --------- THE SECOND PULSE PHASE VALUE

B

V REAL TAU.FINIT(IJ,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I,J,K) ----- THE START TIME OF THE PULSE
120

V
V
V K=10
V
F PULSE

V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE
0.5

V REAL TAU.R.INIT(I,JK) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU.C.INIT(I.J,K) ------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V EAL T.PULSES.INIT(IJ,K) ----- THE START TIME OF THE PULSE
135

V
V
V
V FOR I=I,N.RAID.PATHS, SPECIFY THE FOLLOWING:
V
V 1=4
V
V INTEGER RAIL.PATHS( --------------- THE PATH USED FOR THE RAID
F PENTIMSEO
F RAIDPATHS

4
V
V INTEGER N.P TYPES(I) ------------- THE NUMBER OF PENETRATOR TYPES USED

NPTYPES

V

P PATHPEN
V FOR J=I,N.P.TYPES, SPECIFY THE FOLLOWING:
F PTYPES
V

C-3 I



V jzl
V

V INTEGER PTYPESI,) ------------ THE PENETRATOP TYPE USED
I

V INTEGER N PULSEINIT(IU) --------- THE NUMBER OF ARRIVAL PULSES
F NPUJLSEINIT

10
V
V FOP K=!,NPULSE.INIT, SPECIFY THE FOLLOWING:
V
v ' -"
v
F PULSE
V REAL LAMBDA INIT(I,j,K) -------- THE DISTRIBUTION FUNCTION VALUE

%.5

V REAL TAUPINIT(I.JK) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
o

V REAL T.PULSES.INITII1,K)-------THE START TIME OF THE PULSE
0

V
V
V K=2
V '

F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.R_INIT(I,J,K) -------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

8
V REAL TAU_F_INIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL TPULSESINITI,J,K) ----- THE START TIME OF THE PULSE

15
V
V K=3
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.R.INIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUC.INIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

8
V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL T.PULSES.INIT(I,J,K) ------- THE START TIME OF THE PULSE

30
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V

V K=4
V
F PULSE
V REAL LAMBDA INIT(I,u, K)--- ----THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU-RNIT(I,a,K)---------THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CINIT(I,3,K)-------- THE SECOND PULSE PHASE VALUE

8
V PEAL TALUFINIT(I,JK)-------- THE LAST PULSE PHASE VALUE

0
V REAL T-PLSES-INIT(IJ,K)---THE START TIME OF THE PULSE

45
V
V

*V K=5
V
F PULSE
V REAL LAMBDA INIT(I,j,K)------- THE DISTRIBUTION FUNCTION VALUE

.0.

V REAL TAURJ,-NIT(I,J,K)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CJNIT(I,,K) --------THE SECOND PULSE PHASE VALUE
8

V REAL TAU-FINIT(I.J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSES-INIT(I,J,K)---THE START TIME OF THE PULSE

V
* V

V K=6
* V

F PULSE
V PEAL LAMBDA INIT(I,j,K)--------THE DISTRIBUTION FUNCTION VALUE

3.5I
V REA'- TAURNITI,JK)--------- THE FIRST PULSE PHASE VALUE

-* 0

v REAL TAU C INT4.K --------- THE SECOND PULSE PHASE VALUE

V REAL TAU-FINAT(I,4",K)-------- THE LAST PULSE PHASE VALUE
0

40 V REAL TiPULSESINIT(IJIK)---THE START TIME OF THE PULSE
75

V
V
V K=7
V
F PULSE

V REAL LAMBDAINIT(I,Z',K) --------THE DISTRIBUTION FUNCTION VALUE
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V PEAL TAURINIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE
0

V PEAL TAUCINIT(i,3,K) -------- THE SECOND PULSE PHASE VALUE

V REAL TA'.FINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
* 0

V PEAL TPLSESINIT(IJ,K) ----- THE START TIME OF THE PULSE
90

V
V
V K=8
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAUPINIT(I,J,K) ---------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU.C.INIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J.K) -------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE
105

V
V
V K=9
V
F PULSE
V REAL LAMBDA INIT(I,J.K) -------- THE DISTRIBUTION FUNCTION VALUE

4 0.5
V REAL TAU.R.INIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0
PEAL TAU.r.INIT(I,',K) -------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T.PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE
120

V
V

V K=10

V
F PULSE
V REAL LAMBDA INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAUP.INIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
a

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V PEAL T PULSES.INIT(I,J,K) ----- THE START TIME OF THE PULSE
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V
V
V FOP I=I,N RAID.PATHS, SPECIFY THE FOLLOWING:

V

V I=5
V
V INTEGER RAIDPATHS() ---------- THE PATH USED FOP THE RAID

F PENTIMSEQ
F RAIDPATHFE

4 5
V
V INTEGER NPTYPES() ----------- THE NUMBER OF PENETRATOR TYPES USED

F NPTYPES
I

V

R PATHPEN
V FOR J=I,N TYPES, SPECIFY THE FOLLOWING:
p PTYPES

V
V J=1

V

V INTEGER P.TYPES(I,J) ------------- THE PENETRATOR TYPE USED

V INTEGER N.PULSEINIT(I,J) -------- THE NUMBER OF ARRIVAL PULSES
F NPULSEINIT

10
V

N V FOR K=I,NPULSE.INIT, SPECIFY THE FOLLOWING:

V
V K=l

V

F PULSE
V REAL LAMBDA INITCI,J,K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I,J,K) --------- THE FIRST PIJLSE PHASE VALUE

0
V REAL TAU.C.INITI.J,K) ------- THE SECOND PULSE PHASE VALUE

, B

V REAL TAUFINIT(I,J,K) ------- THE LAST PULSE PHASE VALUE

0

- V REAL T PULSES-INIT(IJ,K) ----- THE START TIME OF THE PULSE

0
V
V

V K=2
V
F PULSE

V REAL LAMBDA INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
- V REAL TAU.R.INIT(I,3,K) -------- THE FIRST PULSE PHASE VALUE

0
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V PEAL TAUCINIT(IJ.K) ---------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T.PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE

V
V K
V
F PULSE
V REAL LAMDA INITtJ,K) ------- THE DISTRIBUTION FUNCTION VALUE

0. 5

V REAL TAUR_INIT(IJ,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(I,JK) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TALFINIT(I,JK) -------- THE LAST PULSE PHASE VALUE
0

V REAL T.PULSESIN!T(IJ,K) ----- THE START TIME OF THE PULSE
30

V
V

,,V k=4

V
F PULSE
V REAL LAMBDA INIT(I,JK) .------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU R INIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

-% 0
V REAL TAU. INIT(I,JK) -------- THE SECOND PULSE PHASE VALUE

9
V REAL TAU_F_INIT(I,JK) --------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSES INIT(IJ,K) ----- THE START TIME OF THE PULSE
V 45
V
v

V tz5

V
F P'l:
V REAL LAMBDAINIT(IJ,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V EAL TAU.R.INIT(I.J.K) -------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

8
V REAL TAU.F.INIT(I,JK) -------- THE LAST PULSE PHASE VALUE

0
V REAL T.PULSES-INITiI,J,K) ------- THE START TIME OF THE PULSE

60
V
V
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I,
S

V K:6
V
F PULSE
V REAL LAMBDA.INIT(IJ,K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
v REAL TAU..INIT(I,JK) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(IJ,K) --------- THE SECOND PULSE PHASE VALUE

B
V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSES.INIT(I,J,K) ------- THE START TIME OF THE PULSE

75
V
V
V K:7
V

F PULSE
V REAL LAMBDA INIT(IJ1 ,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUR.INIT(I,J,K. ..-----THE FIRST PULSE PHASE VALUE

* 0
V REAL TAU.CINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

8
V REAL TAUF.INIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE

90
V

V
V K=8
V
F PULSE
V REAL LAMBDAINIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0

V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFIN!T(IJ,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL TPULSES.INIT(I,J,K) ----- THE START TIME OF THE PULSE
105

V
V
V K=9
V
F PULSE
V REAL LAMBDAINIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0
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V REAL TAU-CINIT(iqJ,K)-------- THE SECOND PULSE PHASE VALUE
8

V REAL TAUFINITtI, J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(' .J',K)---THE START TIME OF THE PULSE
s120 -

V

V
F PULSE
V REAL LANBDA!INIT(I,J,K) --------THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I,J,K)-------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(,3.K)-------- THE SECOND PULSE PHASE VALUE

*V REAL TAU-FINIT(IJ.K)-------- THE LAST PULSE PHASE VALUE
* 0

V REAL T-PULSES-INIT(I.J,K)---THE START TIME OF THE PULSE
13";5

V
V
V FOR I11.N-RAIDPATHS, SPECIFY THE FOLLOWING:
V
v 1=

V
V INTEGER RAID PATHS(I) ----------- THE PATH USED FOR THE RAID
P PENTIMSEG
F RAIDPATHS

6
V
V INTEGER NPFTYPES(l) ------------ THE NUMBER OF PENETRATOR TYPES USED
F NPTYPES

* V
P PATHPEN
V FOP J=1,NPTYPES, SPECIFY THE FOLLOWING:
c PTYPES
V
v J=1
V
V INTEGER PTYPES(I,J) ------------ THE PENETRATOR TYPE USED

1
V INTEGER N-PULSEINIT(I,J)-------- THE NUMBER OF ARRIVAL PULSES

S NPULSEINIT
10

V
V FOR K=1,NPULSEINIT, SPECIFY THE FOLLOWING:
V
V K:!
V
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F PULSE
V REAL LAMBDAINIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUF:_INIT(I,j,K) ------- THE FIRST PULSE PHASE VALUE

0
V REAL TAU- INIT I,J,K) ------- THE SECOND PULSE PHASE VALUE

B
V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSES INIT(I,J,K) ----- THE START TIME OF THE PULSE

4 0

V
V
V K:2
V
F PULSE
V REAL LAMBDA INIT(IJ,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU R INIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAU.CINIT(I,J, ------- THE SECOND PULSE PHASE VALUE

B
V REAL TAU FINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0
V REAL TPULSES.INIT(I1J,K) ------- THE START TIME OF THE PULSE

15
V
V K=V

V
F PULSE
V REAL LAMBDA.INIT(IJ,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.RINIT(I,JK) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

B

V REAL TAUF.INIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL TPULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE
*, 30

V
V
V K=4
V
F PULSE
V REAL LAMBDAINIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
* V REAL TAUR.INIT(I,J,K) -------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUC.INITII,J,K) -------- THE SECOND PULSE PHASE VALUE

B
V REAL TAUFINITI,J,K) ------- THE LAST PULSE PHASE VALUE

py Q \. '* ,'..~-* " ". *. -" ." " "*"" " ."' " " - - ' " " " ' . . . " ' . . . '



0
V REAL TPULSESINIT(I.J,K) ------- THE START TIME OF THE PULSE

45
V
V
V K=5
V
F PULSE
V REAL LAMBDAINIT(I,J,K) .------ THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAU F INITI,JK) --------- THE FIRST PULSE PHASE VALUE
0

V EAL TAUCINIT(I,J,K) -------- THE SECOND PULSE PHASE VALUE
8

V REAL TAUF.INIT(I.J .K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I,J,K) ----- THE START TIME OF THE PULSE
60

V
V
V !I=6
V
F PULSE
V REAL LAMBDA INIT(IJ,K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAURINIT(I,J,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUC.INIT(I,JK) -------- THE SECOND PULSE PHASE VALUE
B

V REAL TAU.FINIT(I,J,K) -------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE
75

V
V
V K=7
V
F PULSE
V REAL LAMBDAINIT(I,J,) ------- THE DISTRIBUTION FUNCTION VALUE

V REAL TAUP.INIT(U,J,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCINIT(IJ,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINIT(I,J,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T.PULSES.INIT(I,J,K) ----- THE START TIME OF THE PULSE
90

V
V
V K=B
V
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F PULSE
V REAL LAMBDA INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(I,JK) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,JK) --------- THE SECOND PULSE PHASE VALUE

S

V REAL TAUFINIT(I,J,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T_'PULSESINIT{I.J,K) ----- THE START TIME OF THE PULSE
105

V
V
V K:9
V
F PULSE
V REAL LAMBDA INIT(I,JK) --- ---- THE DISTRIBUTION FUNCTION VALUE

.5
V REAL TAURINIT(I,JK) ------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,LK) --------- THE SECOND PULSE PHASE VALUE

B

V REAL TAUFINIT(I,J,K)------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(IJ,K) ----- THE START TIME OF THE PULSE
120

V
V
V k=0
V
F PULSE
V REAL LAMBDA.INIT(IJ,3K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAURINIT(!J,K) ------- THE FIRST PULSE PHASE VALUE

0

V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
8

V REAL TAU.FINIT(I,3,K) ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE
135

V
V
V FOR I:I,NRAID.PATHS, SPECIFY THE FOLLOWINS:
V
V I=7
V
V INTESEP RAID.PATHS(I) ------------ THE PATH USED FOR THE RAID

R PENTIMSEG
F RAIDPATHS

7
V
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V INTEE NPTYPESCI) ------------- THE NUMBER OF PENETRATOR TYPES USED
*NFTYPES

~I
V
R PATH dE
V FOR u=IN C TYPES, SPECIFY THE FOLLOWIN:

- PTYPES
V

V ITEEER FP TYPES(I,J) ------------- THE PENETRATOR TYPE USED
I

V INTESER N.PULSEINT(I,J) ------- THE NUMBER OF ARRIVAL PULSES
F NPULSEINIT

10
-' V

V FOR K:,NPULSEINIT, SPECIFY THE FOLLOWING:
V
V K:I
V
F PULSE
V REAL LAMBDAINIT(I.J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.RINIT(I, J,K) - ---- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE

B
V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE

0

V REAL T PULSES INIT(IJ,K) ----- THE START TIME OF THE PULSE
0

V
V
V K=2
V
F PULSE
V REAL LAMBDA INIT(I,JK) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAUPINIT(I.J.K --------- THE FIRST PULSE PHASE VALUE
v

V REAL TAU.CINIT(I,J,K) ------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I,J,K) ----- THE START TIME OF THE PULSE
15

V
V K=1
V
F PULSE
V REAL LAMBDA.INIT(I.JK) -------- THE DISTRIBUTION FUNCTION VALUE

0.C
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V REAL TAURPINIT(I,JK)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CINIT(I,JXK)-------- THE SECOND PULSE PHASE VALUE
9

V REAL TAL-F1NAT(I,J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSESEINIT(I.1JJ---THE START TIME OF THE PULSE
v0

V
V
v K=4

F PULSE
V REAL LAMBDA INIT(IJ,K) --------THE DISTRIBUTION FUNCTION VALUE

V REAL TAURPINIT(I,J,K)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAUCEINIT(I,J,?O--------- THE SECOND PULSE PHASE VALUE

V REAL TALUF-INIT(IJ,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I ,J,K )------- THE START TIME OF THE PULSE

* V 5
V

V K=5
V
F PULSE
V REAL LAMBDA INIT(I,JIK) --------THE DISTRIBUTION FUNCTION VALUE

VV REAL TA'URINIT(U,JK)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CINIT(I,J,K)-------- THE SECOND PULSE PHASE VALUE
8

V REAL TAU-FINIT(I,J1V)-------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES INIT(I,J,K)---THE START TIME OF THE PULSE
60

V
V

V
F PULSE
V REAL LAMBDA lNIT(I,J,K)--------THE DISTRIBUTION FUNCTION VALUE

V REAL TAU RINIT(I,J,K)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU CINIT(I,J,K)---------THE SECOND PULSE PHASE VALUE

V REAL TAU-FINIT(I,J,K)-------- THE LAST PULSE PHASE VALUE
I.. 0

V REAL T-PULSES!INIT(I,J',K)-------THE START TIME OF THE PULSE
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75
V
V
V =
V
F PULSE
V REAL LAMBDA INIT(IJK) --------THE DISTRIBUTION FUNCTION VALUE

o.5
V REAL TAURPINIT(I,J.K)---------THE FIRST PULSE PHASE VALUE

0
V REAL TALIC-INITU,J.,K)-------- THE SECOND PULSE PHASE VALUE

V PEAL TAU-FINIT(I,.J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSES-INIT(I,J,K)---THE START TIMlE OF THE PULSE
90

V
* V

V
F PULSE
V REAL LAMBDA INIT(I,%J,K)------- THE DISTRIBUTION FUNCTION VALUE

*V REAL TAU-RINIT(IJ,K)-------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU-CJNIT(I,J,K)---------THE SECOND PULSE PHASE VALUE
9

V REAL TAU F NIT(IJ,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSES-INITU(,)---THE START TIME OF THE PULSE

I 0
V

V
F PULSE
V REAL LAMBDA INIT(I,JK) --------THE DISTRIBUTION FUNCTION VALUE

0. 5
* * V REAL TAUL'RINIT(I.,J.,K--------- THE FIRST PULSE PHASE VALUE

0
V REAL TAL!CJINIT(I,J,K)-------- THE SECOND PULSE PHASE VALUE

3
V REAL TAU-FJNIT(I,J,K)---------THE LAST PULSE PHASE VALUE

- 0
V REAL T-PULSES-INIT(I,.J,K)---THE START TIME OF THE PULSE

120

V
V
V K=10
V
F PULSE
V REAL LAMBDAjINIT(I,JK) --------THE DISTRIBUTION FUNCTION VALUE
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0.5
V PEAL TAURP.INIT(I,J.K)-------- THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CINIT(I,,K ---------THE SECOND PULSE PHASE VALUE

8
V REAL TAUIF-INIT(I,J,XK)---------THE LAST PULSE PHASE VALUE

0
V REAL T-PULSES-INIT(IJ,K)---THE START TIME OF THE PULSE

V7
V
V F O I = N A I P A H , P E I Y T E F L O N :
V F R I I N R I -A H , S E I Y T E F L O I G
V S
V 1=
V ITEE RAD PTS )- - - - - T E PT USD FR TE RI
R INTIE D-PTS ------- TEPT SDFRTERI
F RPTS
F B A D A H
V

V ITSR N T P S I - - - - - -H UBR O EERTR TPS UE
F INEE -- YE )-------- H UBRO EERTRTYPES UE

1 PYE
* V
* R PTHPE

V O P AT HP N P TY E , S E I Y T E F L O N :
F FOPTYPES YE, PCIYTE OLOIG
F V TPE
V j

* V
V INTEGER P-TYPES(IIJ) ------------ THE PENETRATOR TYPE USED

V INTEGER N -PULSE-INIT(IqJ ---------THE NUMBER OF ARRIVAL PULSES
*F NPULSEINIT

10
* V

V FOR Kz1,NPULSEINIT, SPECIFY THE FOLLOWING:
V
V K=!

*F PULSE
V REAL LAMBDA INIT(I,J,K)--------THE DISTRIBUTION FUNCTION VALUE

0.5
a V REAL TAU-RINIT(I,JqK)-------- THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CINIT(I,J,K)--------THE SECOND PULSE PHASE VALUE

8
V REAL TAU-F-*INIT(I,JK)-------- THE LAST PULSE PHASE VALUE

0
V REAL T-PULSESINIT(I,,() --- THE START TIME OF THE PULSE

* 0
* V
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V K2
V
F PULSE
V PEAL LAPBDAINIT(I,J,K)--------THE DISTRIBUTION FUNCTION VALUE

0.5
V PEAL TAURFINIT(I,JK)-------- THE FIRST PULSE PHASE VALUE

0
V REAL TALIC-INIT(I,J,X)-------- THE SECOND PULSE PHASE VALUE

8
V REAL TAL-FINIT(I,01,K) -------- THE LAST PULSE PHASE VALUE

V REAL T-PULSES -INIT (I.J.K)---THE START TIME OF THE PULSE

V
V K=3

* V
F PULSE

*V PEAL LAMBDAJINIT(IJ,K)------- THE DISTRIBUTION FUNCTION VALUE

V REAL TAU-RINIT(I,J,K)-------- THE FIRST PULSE PHASE VALUE
0

V PEAL -IAU-CINIT(I,JK)-------- THE SECOND PULSE PHASE VALUE

V REAL TAUJJ-NITI,J,K)-------- THE LAST PULSE PHASE VALUE
0

V REAL T-PULSESJNIT(IEJ,K)---THE START TIME OF THE PULSE
30

V
V
V K=4
V
F PULSE
V REAL LAMBDAJIN!T(I,J,K)------- THE DISTRIBUTION FUNCTION VALUE

0.5
*V REAL TAU-RINIT(I,J,K)---------THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CINIT(I,J,K)---------THE SECOND PULSE PHASE VALUE

8
V REAL TAU-FINIT(IJ,K) --------THE LAST PULSE PHASE VALUE

0
V REAL TLPULSES-INIT(I.J,K)---THE START TIME OF THE PULSE

45
V
V
V K=5
V
F PULSE
V REAL LAMBDA INITCI.J,K)--------THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU-RJNIT(I,J,K)---------THE FIRST PULSE PHASE VALUE

0
V REAL TAU-CJNIT(I,J,K)-------- THE SECOND PULSE PHASE VALUE
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S

V REAL TAUF.IN!T(IJK) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINIT(I,%JK) ----- THE START TIME OF THE PULSE
V0

V
V

V K=6
V
F PULSE
V REAL LAMBDA.INIT(I,'.K) -------- THE DISTRIBUTION FUNCTION VALUE

V REAL TAURINIT(I,J,K) ------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU C INIT(IJ,K) --------- THE SECOND PULSE PHASE VALUE

V REAL TAUFINIT(I,J,K) --------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES.INIT(I,J,K) ----- THE START TIME OF THE PULSE
75

V
o V

V K=7
V
F PULSE
V REAL LAMBDA.INIT(IJ,K) ------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.R_INIT(I,J,K) ------- THE FIRST PULSE PHASE VALUE

0

V REAL TAUCINIT(I,J,K) --------- THE SECOND PULSE PHASE VALUE
B

V REAL TAUFINITI,JK) ------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSESINITI,J,K) ----- THE START TIME OF THE PULSE
90

V
V
V K=8
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAU.R.INIT(I,J,K) ------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUC.INIT(I,JK) --------- THE SECOND PULSE PHASE VALUE

B

V REAL TAUFINIT(IJ,K) -------- THE LAST PULSE PHASE VALUE
0

V REAL T PULSES.INIT(I,J,K) .---- THE START TIME OF THE PULSE
105

V
V
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V K=9
V
F PULSE
V REAL LAMBDA.INIT(I,JK) -------- THE DISTRIBUTION FUNCTION VALUE

0.5
V REAL TAUFIN!T(I,J,K) --------- THE FIRST PULSE PHASE VALUE

0
V REAL TAUCIN!T(I,JK) --------- THE SECOND PULSE PHASE VALUE

~B
V REAL TAUFINIT(I,J.K) ------- THE LAST PULSE PHASE VALUE

0
V REAL TPLLEESINIT(I,JK) ----- THE START TIME OF THE PULSE

120
V
V
V K=1O
V
F PULSE
V REAL LAMBDA.INIT(I,J,K) -------- THE DISTRIBUTION FUNCTION VALUE

0.5

V REAL TAU.RINIT(,J,K) --------- THE FIRST PULSE PHASE VALUE
0

V REAL TAU.CINIT(I,JK) -------- THE SECOND PULSE PHASE VALUE

8
V REAL TAUFINIT(I,J,K) -------- THE LAST PULSE PHASE VALUE

0
V REAL T PULSESINiT(I,J,K) ----- THE START TIME OF THE PULSE

135
V
V

C
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R PKBLK
V PEN ONUNTI),:,II2
F PEN ON UNIT

R NEPARA
V INTEGER N UNITS ---- NUMBER OF DISTINCT UNIT TYPES
V TOTAL NUMBER OF SAMS AND FIGHTERS AVAILABLE
F N UNITS

V INTEGER N-FI-TYP -------NUMBER OF F! UNIT TYPES
F NUM FI TYPES

V
V FOP, I=IN-UNITS, SPECIFY THE FOLLOWING
V
V INTEGER UNIT TYPES(I)--THE LITERALS DEFINING DISTINCT UNIT TYPES
P FIWEPARA
F UNIT TYPES

Fl
V REAL TOT FUEL(I) ---- THE TOTAL FUEL CAPACITY OF THE UNIT TYPE
V CAPACITY IS IN TERMS OF SECONDS AT CRUISE SPEED
F TOTFUEL

14400.0
V REAL PAD RANSE(I) --- THE RADAR RANGE OF THE UNIT TYPE (METERS)
F RADRANGE

150E3
V REAL T-MI-LOAD(I) --------MI LOADING TIME
F TMILOAD

0.0
V REAL CRUISE SPEED(I) --- CRUISE SPEED

S CRUISESPEED
220.0

V PEAL DASH SPEED(I) -------DASH SPEED
F DASHEPEED

370.0
V REAL CRUISE TO DASHCI) ---- CRUISE TO0 DASH CONSUMPTION RATIO
F CRTODASH

5.0
V REAL CRUISE TO FIGHT(I) --- CRUISE TO FIGHT CONSUMPTION RATIO
F CRTOFISHT

5.0
V REAL TURN RATE(I) --------TURN RATE (RADIANS/SEC)
F TURNRATE

0.10
V REAL CRUISE TO LOITER,(I)--CRUISE TO LOITER CONSUMPTION RATIO
F CRTOLOITER
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0.43

V REAL AUTODRANE(I,J) ---- AUTONOMY RANGES FOR 'TITE' AND 'LOOS'

V ------ CONTROL MODES (J=1,2)
F AUTORANSE

9OE3, !50E3
V

V IS111$1 END OF FISHTER SECTION SSStSSSUtSISSSS Zt
V
V lSlSIt$ STATS FOR THE SAM WEAPONS SYSTEM Stttt$$t~t$$
V
V INTESER UNIT.TYPEE'il--THE LITERALS DEFINING DISTINCT UNIT TYPES
F, MIWEPARA
F UNIT.TYPES

M~I 1
V REAL TOTFUEL(1) ---- THE TOTAL FUEL CAPACITY OF THE UNIT TYPE
F TOTFUEL

0.0
V REAL PAD RANEE(1)---THE RADAR RANGE OF THE UNIT TYPE
F RADRANGE

0.0
V REAL T M!.LOAD(1) -------- MI LOADING TIME
F TMILOAD

330.0
V REAL CRUISE.SPEED(I) ---- CRUISE SPEED
F CRUISESPEED

230.0
V REAL DASH.SPEED(I) -------- DASH SPEED (MAX FOR HIS)

$ DASHSPEED
800.0

V REAL CRUISETO.DASH(1) ---- CRUISE TO DASH CONSUMPTION RATIO
F CRTODASH

0.0
V REAL CRUISE TO.FIGHT(I)---CRUISE TO FIGHT CONSUMPTION RATIO
F CRTOFIGHT

0.0
* V REAL TURN.RATE(I) ------- TURN RATE
* F TURNRATE

0.0
V PEAL LRUISE.TO.LOITER()--CRUISE TO LOITER CONSUMPTION RATIO
- CFTOOITER

0.0
V REAL AUTO.RANGE(I,J) ---- AUTONOMY RANGES FOR 'TITE' AND 'LOOS'

V ------ CONTROL MODES (J=1,2)
F AUTORANSE

0.0,0.0
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V NUM.COMM.INTERVALS -- NUMBER OF INTERVALS OVER
V WHICH COMMS DATA WAS COLLECTED
F NUN COMMINTERVALS

2
V COMM INTERVAL TIMES -- START AND ENE TIMES FOR
V THESE INTERVALS
F COMM INTERVAL-TIMES

0 5000
5000, 1000c

V MEAN DELAY -- AVERAGE DELAY OVER EACH INTERVAL
MEANDELAY
0.00, 0.00

V NUN OD PAIRS -- NUMBER OF LINKS FOR WHICH
V COMMUNICATIONS WERE OBSERVED IN ADCRN
F NUN OD PAIRS

0
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APPENDIX D: DATA/RESULTS
A-

Production Run Data:
CAPABIIT1Y: .12 .06 .tO 1

I NISIILES/
FiSIICISES

. 9 6/7 41/13 51/1

5 37/7 31/2 36/3

It C

.33
S12/1 9/ 29/S

I TINE F 112 SECONDS

CAPAiILITY: .02 .06 .1J

I HOSILES/
FIAIIICIDES

c . 64/7 83/5 54/6

A .9 31/8 33/3 35/?
C I

12/1 13/S 8/S

ID MI E 65 SECONDS

CAPiiILITY: .12 .86 .1

FIITIICIDES

C .I 61/5 631/ 61/5

A . 61/3 63/1 71/2

• 5 44/1 41/1 53/8

.0 7111£ aIs SECODS
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Goodness of Fit for Manual ID Time:

Data from Eglin operational test of CIS-ISS in May 1985.

Histogram stats:

Interval Fregueocy Percent CLAm. %

3. to .946 26 28.3

.947 to 1.563. 25 27.2 55.4
1.564 to 2.18 17 18.48 73.9
'2 .181 to 2.8) 6 6.52 80.4
2. 8O to 3.41 2 2.17 82.6
3.42 to 4. 03 4 4.35 87.0
4.04 to 4.65 7 7.61 94.6
4.66 to 5.26 3.26 97.9
5.27 to 5.88 0 .0 97.9
5.89 to 6.50-2 2.13 100.0

Mean = 1.86924 minutes (112 seconds)
Var = 1. 94237 minte

Sample size = 92

-Goodness of Fit conducted manually and with AID package.
Both indicated that exponential was a "good" fit, but AID
showed loanormal to be "best" fit. Thesis scenario used
exponential with mean of 112 seconds due to model
limitations (e.g. model inputs limited to the same
distribution for all service times).
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Goodness of Fit for CIS-ISS ID lime:

Data from Eglin operational test of CIS-ISS in May 1985.

Histogram stats:

Interval Fr eg Ve Dy Percent Cum. %

.1 to .669 38 52 . 8 52.8

.67 to 1.24 1 18.1 70.9
1.25 to 1.61 5 6.9 77.6
1.82 to 2.38 2 2.8 80.6
.. to 2.95 4.2 84.8

2.96 to .52 4 5.6 90.4
5 to 4.09 1 1.4 91.8

4. 10 t o 4.66 4.2 96.0
4.67 to 5. -, 1 1.4 97.4
5.24 to 5.80 2 2.7 100.0

Mcen 1.27806 minute- (78 seconds)
Var 1.95967 minutes
Sample s iz e = '21

Goodness of Fit conduc',.d manually and with AID ,r--kage.
Both 4ndicated ' t exponential was a "good fif". Thesis
scenarjo USEK eponential wjt+ mean of 76 seconds.
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Inter,:ctr-n c-raphs for- Fratracide:

ID TIRE 112 SECONDS

16 C

MODE: p
12

FIRTIRCIDES 0

I

4...82 y
I .19

.96

ACCOFACY

ID TIRE 68 SECONDS
16 C

MODE:
12 R

FIRTPRCIDES B

I

I
4 T

.6
.32

.9 .9 .99

ACCURACY
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Interaction Graphs {or Fratracide (continLIed...):

ID TIRE c10 SECONDS

MOE:
S12A

FRATIRCIDES B

I
4

.62

.8 .9 .99
RCCURCY
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the utility of the proposed combat identification system -

indirect subsystem (CIS-ISS), an automated identification feature,
within the CRC. This issue was considered through a comparison
of the automated system with the current manual system of
identification. The primary measure of comparison was the number
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of hostile aircraft prosecuted during the first "wave" of a
conventional attack on U.S. forces by the numerical superior
Warsaw Pact forces.

Transient Air Defense Zone (TADZ), a large Fortran and
SLAM based simulation model of the Soviet air defense system
in use at the Foreign Technology Division, was modified to
represent the structure and operating procedures of the TACS.
Parametric inputs were made to TADZ based on operational test MeM
and performance data for the CIS-ISS and the CRC. The model -
was then used to provide data for a statistical comparison
between the manual 'and automated identification systems. The
results showed that if the CIS-ISS is used in the envisioned
centralized location with a "man in the loop," it will backlog
under the load of a Central European threat. Distribution of
the CIS-ISS from a centralized location and collection of more
reliable input data are recommended areas for future effort.
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